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Abstract: Time series forecasting is known for playing vital role in many industries to make 

important decisions and strategies. This study concentrates on providing accurate insights that 

can help manufactures and stakeholders of agriculture machinery industry on future sales of 

tractors by applying both traditional and deep learning models like SARIMAX which is extension 

of SARIMA and deep learning models. Research starts by observing history data which include 

years of tractor sales then preprocess the data to find its quality and stationarity further applying 

SARIMAX model to find trends and seasons and cycles in the data and this model is evaluated 

by famous metrics like Root Mean Squared Error (RMSE).Deep learning models like Gated 

Recurrent Unit (GRU), Recurrent Neural Networks (RNN), Long Short-Term Memory 

(LSTM), Bidirectional LSTM, CNN LSTM Encoder Decoder, Convolutional Neural networks 

(CNN). They can help in enhancing the forecasting accuracy by handling all the non-linear 

relationships and their dependencies in the timeseries and this study will provide comparative 

analysis of deep learning models and SARIMAX model. Where SARIMAX outperformed the 

deep learning models with RMSE score 0.01 and provide forecast of next year’s tractor sales 

using SARIMAX model from the study and use q-q plot, residual plots and ACF and PACF 

graphs to make sure forecast was done accurately. 

Keywords: Time series forecasting, ARIMA model, SARIMAX model, Deep learning models 

1. Introduction 

Machinery like tractors plays very prominent roles in the agricultural which can show 

very much impact on the efficiency in the agriculture, tractors are backbone for modern farming 

they can help farmers in doing tasks like ploughing, planting, and harvesting the crops this can 

directly affect the global production of the food. Tractors are very important or the primary 

equipment in the agriculture industry. For the manufacturers to meet the demand to satisfy the 

farmers with optimizing their production. So, the manufacturers and distributors of the 
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agricultural machinery industry coming up with different strategies for marketing, inventory, and 

production. 

Sales forecasting for the tractors can be hard and challenging in the real world because 

it can include all the complexities like Seasonal variations, Non-Linear relationships, data quality, 

data imbalance in the agricultural sector. There can many more external factors that can affect 

the sales like latest farming trends and advancements, changing governments and their policies 

all these make sales forecasting more complex and challenging. In-order to help manufactures 

to make important decisions on supply chain, production schedules and campaigns on 

marketing, both over and under stocking can be avoided, allocation of the resources can be done 

in better way, risks in both the financial and management sectors can be reduced; to achieve this, 

accurate prediction is very essential. 

Very motivation of this project to use both traditional methods and deep learning 

methods to forecast the sales and understand the challenges while doing this. Traditional models 

like ARIMA and SARIMA are used to provide a strong understanding of time-dependent and 

seasonal patterns, trends, and cycles in the data. To capture complex elements like non-linear 

relationships in the data, deep-learning models were approached. Both types of models are 

further compared. 

 

2. Experimental procedure 

The time dependent data can be affected by different environments causing different 

trends in the data and spikes in the data at times. This kind of fuzzy environments [1]  must be 

taken into consideration from this paper that can learn that sales forecasting is important strategy 

of any business or industry which can help to track the intense competition, constant fluctuations 

also help to manage the sourcing, production, and distributions these decisions are taken based 

on the comprehensive sales forecast. Better sales forecast can help different industries like stock 

market, E-commerce and many other but in the case of agricultural industries, the forecasting 

can help agricultural industry to maintain inventories, financial planning, marketing strategies and 

other risks can be managed with accurate forecasting of sales. Both traditional models like 

regressive models, exponential models, and Box-Jenkins models can be used for forecasting. 

These models can be applied to all the mentioned industries, taking into consideration 

production, consumption, and traffic flow. The study showed that traditional models do not 

provide the best results when the industry has unique characteristics like seasonality, trends, and 

cycles, making forecasting challenging. 

So, analysing the sales trends is important for a company to achieve all the above things. 

Analysing sales data is just predicting the future sales using the historical sales data but it is rarely 

sufficient because usually agricultural products like tractor are used by different kinds of people 

at different locations and for different purposes in different times making the forecasting complex 

[2]. The major challenges faced while forecasting sales are also presented in this paper. 
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Forecasting can be affected when new products are introduced in the industry. This introduction 

brings unique data that does not match the historical data. These discrepancies can result in 

different market trends, which may initially be upward and then gradually downward. This paper 

identifies traditional models like exponential smoothing (ES) has the draw back while directly 

applying to the data because data can be very large, and ES can’t take the casual factors into the 

consideration and cannot understand the trends in the data, and it is increased trends are 

underestimated and the decreased trends are over estimated. Other regressive method is 

introduced Holts Linear Method this method is introduced to cut the drawback of the ES model 

where here there is a parameter which can estimate the slope of the trend, this can reduce the 

over estimation and under estimation but cannot remove entire problem of not including casual 

factors. Casual factors are usually product prices, salesmen’s quotes, and seasonality factors. For 

better forecasting of sales, other models besides regression need to be used. These models 

should handle non-stationary data and provide robust and dynamic sales forecasts. Then come 

the models like ARIMA and SARIMA can the solve the problem that cannot be solved by the 

regressive models. 

There is significant evidence that seasonality will affect the production and sales of the 

agricultural industry [3], so efficient forecasting can these industries reduce the risk. This paper 

talks about the challenges that was faced by the manufacturers like adapting to the seasonality of 

the market, efficient strategies that is required when market was going through the low demand 

period. Also shed light on how the macro environmental factors like economic, demographic, 

regulatory can influence the decisions made by the organization. There should be good sales and 

operational planning which can be used as the tool for making strategies that is aligned with the 

market demand. By using this planning interdepartmental communication can be forecasted. 

The resources, especially in the agricultural industry, can be optimized by forecasting. This 

includes the workforce and manufacturing capacity.  

This prediction can help adjusting the staff, production schedules which intern reduces 

the cost that is associated with the workforce. By forecasting overall production efficiency can be 

improved as well at the peak demand times companies can make sure their equipment was 

working efficiently which can increase the production without any problem. Forecasting can allow 

the company to adapt the market trend. Can analyse the underlying patterns and the changing 

customer behaviour can give what should the company be prepared for. The correlation between 

productivity and market demand can be seen from this study. Forecasting can catch this 

correlation, which can help companies make decisions, accordingly, maintaining the balance 

between productivity and market demand. To determine if the dataset was better using traditional 

models, it must be found if the dataset has trend, seasonality, and remainder. This can be 

visualized by decomposing the time series into its components. This helps to understand the 

underlying patterns, forecasting accuracy can be improved, early anomaly detection, modelling 

can be simplified, data can be interpreted well, better model selection, performance evaluation 

and decision making will be dependent on this. Very useful for overall understanding of the data. 
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Several studies on sales forecasting provided a number of solutions [4] over the years. 

They can be categorized into two types they are computing techniques and statistical techniques. 

The statistical techniques include Auto regression models (AR), Integration model (I), and 

Moving average model (MA), which all together are called ARIMA. Another name for the 

ARIMA model is the Box-Jenkins model. The ARIMA model is known for its accurate 

forecasting, especially with time series data. The ARIMA model is essential when the data is 

uncertain, and there is no prior knowledge of the underlying model or any relationships between 

the data. ARIMA model can be reliant on the time series analysis and specifications of the model 

so this model forecasting will be based on the patterns that are existing also various statistical 

assumptions that were made. Whereas ANN can be working like the human brain this can the 

learn about the data without any prior model specifications. It uses the non- linear approach. 

ARIMA models can be very fast compared to the deep learning models because then can use 

previous patterns and can also be limited to the model specifications and dependencies. On the 

other hand, ANN doesn’t require any predefine specifications or any model dependencies but 

deep learning models like AA require relatively very large data sets for them to learn about the 

data where it can learn about the nonlinear patterns which can be difficult for the ARIMA model. 

It is suggested the for the stock market where the fluctuations are rapid it was said that deep 

learning models can be outperforming the traditional models. 

ARIMA model is more dependent on the previous or historical data in the series or the 

previous errors to forecast [5]. In this paper prediction of the power is done here author used 

the short term and mid-term analysis, here wind energy is diverted into the electricity market 

which is crucial. Here traditional models like ARIMA, Random Forest (RF), regression and 

classification trees all these models were compared and worked on the integrated models like 

hybrid of ARIMA and random forest and ARIMA and BCART was compared with their 

accuracies. In the initial stage from the paper, it can be seen that single stage models like ARIMA, 

RF, and BCART were performing reasonably well. As the data showed the nonlinear behaviour 

when power generation is affected by the environmental variables. ARIMA model showed some 

limitations to address those limitations author performed integrated ARIMA models with the 

machine learning techniques to capture both linear and nonlinear behaviour of the data. In this 

paper finally hybrid model ARIMA-RF outperformed the other models. This shows that 

ARIMA alone cannot handle the complexity of the data. So, it requires support from other 

models to handle the seasonality. 

Studies showed trained ARIMA model can give best guidelines for steady business to 

make decisions regarding marketing, inventory maintenance and more but ARIMA model has 

the draw back if the data has seasonality component which means there is a certain pattern where 

sales are affected by the external factors like holidays for the E-commerce, or war for the stock 

market, weather for the agricultural machinery industry [6]. From this study comparing the 

forecasting sales using different models like both traditional methods and modern forecasting 

methods like high level machine level techniques. Also evaluating these models using the 
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different metrics like Root Mean Squared Error (RMSE) this was taken as the measure to 

compare the model’s accuracy. Study shows that performing the exploratory analysis on the data 

is important step to understand the patterns that were underlying, trends, cycles. Traditional 

models like Autoregressive Integrated Moving Average (ARIMA) and Seasonal Autoregressive 

Integrated Moving Average (SARIMA) these models were used a lot for the time series analysis 

because of their simplicity. On the other hand, modern techniques like Long Term Memory 

networks (LSTM) and a model developed by Facebook called FB-Prophet are used. These deep 

learning models are able to understand the complex patterns in the data. But in this study 

SARIMAX outperformed because it was able to understand the fast-moving seasonal patterns. 

FB-Prophet also showed equal performance on the other hand LSTM showed it the emerging 

potential can’t outperform the SARIMA. 

This can be simply fixed by the different version of ARIMA called SARIMA. SARIMA 

model has the function called SARIMAX (). This function can understand the seasonality 

component and can give the best sales forecast for non-stationary data. Sometimes classical 

models like ARIMA or SARIMA can outperform the deep learning models [7] like LSTM when 

the data was univariant and linear because these traditional models are very simple. Deep 

learning models can be sensitive to non-stationary data that is data which has the trend and 

seasonality. In the preprocessing, differencing or log transformation can easily remove this. Data 

loss may sometimes result from these methods. Afterward, deep learning models or hybrid 

models can be applied. Auto corelation functions (ACF), Partial Auto corelation functions 

(PACF) are used to show the relationship between the lags of the time series. [8] here the author 

tried to use the SARIMA to understand the characters of the traffic flow. For the monthly based 

time series data, they used SARIMA to find the cases of malaria in America. This can help the 

governments and pharma to understand the length of disease and make policies and measures 

that are needed to be taken. 

 

3. Methods 

3.1 Aim 

The important aim of this project is to develop models which can help forecast the 

tractor sales with utmost confidence and help the agricultural industry. To be more precise 

regarding the aim there are steps which the projects aim for like data collection where historical 

data od tractor sales will be collected. The data is cleaned and balanced, followed by exploratory 

data analysis to identify the seasons and trends. Visualization of these trends is also performed.  

The next step involves model selection, where both traditional methods, such as ARIMA 

and SARIMA, and deep learning methods, like LSTM, CNN, and RNN, are applied. Seasonal 

and complex dependencies are explored, and a comparison of both model [9] types is conducted 

using evaluation metrics. The best model is then identified through this comparison. Finally, the 
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selected model is used to forecast tractor sales, aiding the agricultural machinery industry in 

making informed import decisions. 

 

3.2 Hypothesis 

3.2.1 Hypothesis for stationary data 

Null Hypothesis: data of the tractors is stationary data, so it does not require any 

differential methods. 

Alternative Hypothesis: Differential methods are required to make data stationary so 

ARIMA model can be applied. 

 

3.2 2. Hypothesis for seasonality 

 Null Hypothesis: there is no seasonality in the tractor sales data. 

 Alternate Hypothesis: there is seasonality in the tractor sales data. 

 

3.2.3. Hypothesis for effectiveness of model 

Null Hypothesis: both AIRIMA and deep learning models have same effectiveness.  

Alternative Hypothesis: The data that has been selected can result in ARIMA or Deep Learning 

models outperforming one another. When specific datasets are chosen, the performance of 

ARIMA or Deep Learning models can vary, with one model potentially surpassing the other 

based on the characteristics and intricacies of the dataset. 

 

3.3 Approach 

3.3.1 Data Collection and Exploration 

The data is collected, and its characteristics are explored at this stage. The Time series 

data set consists of 144 columns and two rows. Typically, there are 12 columns for each year 

with the corresponding month’s sales data. After the data is attained, it will be checked for missing 

values, outliers, trend, seasonality, and cycles. 

 

Missing values 

Checking if the data set has any missing values then asses if they are impacting the data 

and by implementing appropriate strategies like dropping the columns or rows that has missing 

values, but this might lead to data leak. The different functions such as “isnull()” and “fillna()” 

can be used in Python. The missing values can be filled with the mean or mode by their nature. 
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Outliers 

In data analysis detecting the outliers is crucial part. The methods such as visualization 

techniques like boxplots or scatter plots are used to handle outliers. Statistical approaches such 

as Z-score and IQR (Interquartile Range) are also employed. Advanced machine learning 

techniques, like Isolation Forest, are utilized as well. Outliers can be managed by removing them, 

transforming them, or by imputation. Any of these methods should be applied with careful 

consideration of their characteristics and their effects on the data. 

 

Checking For Trend, Seasonality and Cycle 

Time series analysis is majorly used to forecast company sales, demand for the product, 

to know the trends in the stock market and agricultural industries and many more. The basic 

approach for the time series analysis is to decompose the original time series into different 

components which are independent. Time series can contain four usual components- trends, 

seasonality, cycle and irregular remainder. 

Trend: the direction in which time series is heading either up or down as shown in Figure 1. 

 

 

 

 

 

 

 

Seasonality: patterns that happen every month or quarter or a year or more as shown in Figure 

2. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Trend  

Figure 2. Seasonality  
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Cycle: patterns that happen long term which usually occur every 5 or 10 years as shown in Figure 

3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Irregular remainder: The noise that are left after all the extraction of the components is the 

irregular remainder. 

 

Decomposition 

To determine if the dataset had a trend, seasonality, cycle, or irregular remainder, 

visualization can be done by decomposing the timeseries into its components. This approach 

allows for the analysis of these elements within the dataset.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Cycle  

Figure 4. Example of multiplicative decomposition 
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This helps to  understand the underlying patterns, forecasting accuracy can be improved, 

early anomaly detection, modelling can be simplified, data can be interpreted well, and better 

model selection, performance evaluation and decision-making will be dependent on this. Very 

useful for the overall understanding of the data. Here in this project, the used Multiplication 

decomposition (Figure 4) this break down the time series into trend, seasonality, and remainder  

Multiplication Decomposition Equation 

𝑌(𝑡) = 𝑇(𝑡) × 𝑆(𝑡) × 𝑅(𝑡)  [8] 

Where: 

𝑌(𝑡) is the observed value at time t. 

𝑇(𝑡) is the trend component at time t. 

𝑆(𝑡) is the seasonality component at time t. 

𝑅(𝑡) is the remainder at time t. 

 

3.3.2 Stationarity 

To use Traditional model effectively, the data must be stationary. dataset is said to be 

stationary only if its mean and variance is constant at any given time. In stationary data mean 

must be constant as it was shown in figure.5 and 6. 

 

 

 

 

 

 

 

 

 

In stationary data variance must be constant as it was shown in fig.5. 

 

 

 

 

 

 

 

 

 

 

Figure 5. Constant Mean 

Figure 6. Constant Variance 
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4. Result 

4.1Data collection and Exploration 

PH tractor sales data set was acquired from the Kaggle which contains twelve years from 

2003 to 2006 which includes tractors of every month of every year so there are 144 columns and 

two rows. 

4.1.1 Missing values 

The missing values in the data will be checked. If any missing values are found, they can 

be visualized. However, it has been confirmed that the PH tractor sales data set does not have 

any missing values. Sales data for all months over the four years is complete.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.1.2 Outliers 

 Outliers that are treated as noise and fall far away from the majority of the data are 

checked. The visualization of the box plot (Figure 9) clearly shows that no outliers are present.  

Figure 7. Missing values 

Figure 8. Visualization of no missing values 
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4.1.3 Data visualization 

 The heat map was visualized from Figure 10 to better understand the confidence 

between all time and the number of tractors sold. The visualization displays the number of 

tractors sold each year, and an upward trend was shown in figure 11. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Outliers 

Figure 10. Heat map 
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The distribution of tractor sales is shown in Figure 12. It is evident from the density 

graph or bell graph that the distribution was done well. 

 

 

 

 

 

4.1.4 Decomposition 

A more wholesome understanding of the data can be provided, as it was visually 

determined that the data was not stationary. Additionally, underlying patterns in the PH tractor 

sales can be identified by building the “multiplicative time series decomposition” (Figure 13).  

Figure 11. No. of tractors sold every year 

Figure 12. Distribution of tractor sales 
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4.2 Stationarity 

a) Difference data to make data stationary on mean (remove trend): 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

b) Log transformation to make data stationary on the variance: 

Log transformation can be used to make a time series stationary with respect to variance. 

This was applied to the original data. The time series is not stationary with respect to the mean, 

Figure 13. Decomposition of multiplicative time series 

Figure 14. Original time series 

Figure 15. Time series with no trend 
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so no difference is observed. Comparing Fig. 14 (as above mentioned), which shows the original 

time series, to Fig. 16, it can be seen that the time series became stationary. 

 

 

 

 

 

 

 

 

 

 

 

 

 

c) Difference log transform data to make data stationary on both mean and variance: 

The time series was made stationary in terms of both mean and variance. This can be observed 

from Figure 17, which indicates that the time series lacks any trend or seasonality. The 

application of differencing and logarithmic transformation has effectively removed any persistent 

upward or downward trends, ensuring the mean remains constant over time. Additionally, the 

consistent amplitude of fluctuations throughout the series demonstrates a stable variance. 

Although initial observations might suggest some regular patterns, these patterns are not 

pronounced or consistent enough to signify significant seasonality. Consequently, the 

transformed time series is well-suited for accurate time series modelling and forecasting, as it 

meets the necessary stationarity conditions. 

 

 

 

 

 

 

 

 

 
Figure 17. Time series stationary on variance 

Figure 16. Time series stationary on variance 



Vol. 6 Iss. 1 Year 2024 Pooja Polina et. al., / 2024 

Int. J. Comput. Commun. Inf., 27-57 / 41 

d) PH Tractor Seasonality: 

 

 

 

 

 

 

 

 

 

 

 

 

 

From Fig. 18, it can be seen that tractor sales have been increasing every single year 

without fail. The seasonal cycle occurring every 12 months can be figured out, as the mean value 

shows an increasing trend from the beginning of the year and drops down at the end of the year. 

The effect of seasonality is observed every 12 months. 

e) Rolling Statistics: 

 • Remove wrinkles from the time series using moving average: 

o The process of using a moving average helps to smooth out the time series data 

by eliminating short-term fluctuations and highlighting longer-term trends. This 

technique is useful in identifying and analyzing the underlying trend in the data 

over a specified period. 

 Moving average of different time periods i.e., 4, 6, 8, and 12 months from fig.19 that 

clearly defines the data has trend: 

o The provided figure (Figure 19) displays the moving averages of tractor sales 

data over different time periods: 4, 6, 8, and 12 months. 

o In the 4-month moving average chart, the rolling mean (red line) smooths out 

some of the short-term fluctuations while retaining more detail of the original 

data. 

o The 6-month moving average provides a smoother trend line compared to the 

4-month, further reducing the noise and clarifying the upward trend. 

o The 8-month moving average continues to smooth the data, making the trend 

even more apparent by minimizing seasonal variations. 

o The 12-month moving average offers the smoothest trend line, effectively 

showcasing the overall upward trend in tractor sales over the years, with minimal 

short-term fluctuations. 

Figure 18. PH tractor seasonality 
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Overall, these moving averages help in removing "wrinkles" or noise from the time series 

data, clearly revealing the presence of an increasing trend in the number of tractors sold 

over the specified period. 

 

 

f) Augmented Dickey Fuller test 

ADF test was done using the regression equation given below calculated using the 

estimations of the coefficients which gives the critical value “p.” The ADF test shows that the 

critical value (p-value) for the first difference is 0.99 (Figure 20), which is not less than 0.05 (the 

threshold). Therefore, the second difference must be used.  

 

 

 

 

 

 

 

 

Figure 19. PH tractor Trend using moving average 

Figure 20. ADF first difference 
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The figure, Fig. 21, indicates that the p-value is less than the threshold of 0.04. This 

suggests that the data is stationary. The second difference can be utilized in various ways. 

 

 

 

 

 

 

 

 

 

4.3 ACF and PACF Analysis 

From the pattern observed in the graph (Figure 22), it can be determined that a seasonal 

component is present in the residual around lag 12. This implies that, given the monthly data, 

seasonality occurs approximately every 12 months. Specifically: 

1. Autocorrelation Plots (ACF): 

o The ACF plots show significant spikes at lag 12 in the first, third, and fifth rows. 

This indicates a strong seasonal pattern repeating annually. 

o Other significant lags around multiples of 12 (e.g., lag 24) further support the 

presence of this seasonal component. 

2. Partial Autocorrelation Plots (PACF): 

o The PACF plots also exhibit significant spikes at lag 12 in the second and fourth 

rows. This reinforces the idea of seasonality occurring on a yearly basis. 

3. Overall Analysis: 

o The consistent appearance of significant spikes around lag 12 in both ACF and 

PACF plots across multiple subplots suggests that the time series data being 

analysed has a pronounced yearly seasonal cycle. 

o This seasonality is consistent with monthly data, where a full cycle occurs every 

12 months. 

These observations provide strong evidence of a seasonal component in the time series 

data, indicating that any modeling approach should account for this annual seasonality to improve 

accuracy and predictive power. 

 

Figure 21. ADF second difference 
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4.4. Model Identification 

From Fig. 23, it can be observed that the combination where the integrated (I) 

component equals one and the moving average (q) equals one was chosen. Additionally, a 

seasonal moving average with a lag of 12 was obtained. Both of these were as expected. The best 

combination will be the one with the minimum scores of AIC and BIC. 

 

 

 

 

 

 

 

 

Figure 22. ACF and PCAF plots 

Figure 23. Best fit Seasonal ARIMA 

model 
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4.5 Sarimax Model Estimation 

Predict sales on in-sample date using the best fit SARIMAX model. The next step is to 

predict tractor sales for in-sample data and find out how close is the model prediction on the in-

sample data to the actual truth. 

 

 

 

 

 

 

 

 

 

 

 

The sample sales data and the forecast are shown to overlap very well in Figure 25. The 

overlap is evident from the figure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.6 Deep Learning Models Estimation 

4.6.1 Preprocessing of data for deep learning models: 

The data is split for training and testing. This process is explained in Figure 26. 

Figure 24. Prediction of in sample sales  

Figure 25. Plot of predictions of sample sales 
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4.6.2 Windowing 

The sales of the tractor are predicted based on previous data. The previous data has 

been considered in more detail. For example, if a window of 10 is taken, the data is split into X 

and Y. In the first iteration the first ten (1 to 10) observations get stored in the X and the 11th 

observation get stored in the Y and in the second iteration (2 to 11) elements get stored in the X 

and the 12th observation will be stored in the Y and so on. This will help to train the data better. 

 

 

 

 

 

4.6.3 Model 1 Gated Recurrent Unit (GRU) Fitting the GRU model. 

The model was built using a function named “sequential()”. GRU layers with 256 units 

were included, along with a dropout rate of 0.5. A dense layer, which is fully connected and has 

10 layers, was also incorporated. The ‘Adam’ optimizer with a learning rate of 0.001 was utilized, 

and the model was run for 100 epochs (Figure 28). 

 

 

 

 

 

 

 

 

 

The GRU prediction visualization is shown in Figure. 29. The true values and predicted 

values exhibit significant errors. These errors are particularly noticeable around April 2013 and 

April 2014 due to the steepness of the model. 

Figure 26. Splitting data into train and testing data set 

Figure 27. Training dataset after windowing 

Figure 28. GRU epochs 



Vol. 6 Iss. 1 Year 2024 Pooja Polina et. al., / 2024 

Int. J. Comput. Commun. Inf., 27-57 / 47 

 

 

 

 

 

 

 

 

 

4.6.4 Model 2 Simple RNN Fitting Simple RNN model. 

The model was built using the function named “sequential()”. RNN layers with 128 units 

were included, along with a dropout rate of 0.2. A fully connected dense layer with 10 layers was 

also incorporated. The ‘Adam’ optimizer with a learning rate of 0.001 was used, and the loss 

function MSE (mean squared error) was applied. The model was run for 100 epochs (Figure 

30). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 30. RNN epochs 

Figure 29. Testing prediction results (GRU) 

Figure 31. Testing prediction results (Simple RNN) 
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The prediction visualization of the Simple RNN shows that a significant error is present. 

This is because a drawback of the RNN is losing gradient over long prediction periods, which 

can result in information loss. Unlike the GRU, this leads to poor forecasting. 

 

4.6.5 Model 3 Long Short-Term Memory (LSTM) 

Fitting Long Short-Term Memory (LSTM) 

The model was built using a function named “sequential()” which was initialized. LSTM 

layers with 128 units and a dropout rate of 0.2 were included. A fully connected dense layer with 

10 units was added. The ‘Adam’ optimizer with a learning rate of 0.001 was used. The loss 

function employed was MSE (mean squared error). The model was executed for 100 epochs. 

 

 

 

 

 

 

 

 

LSTM Prediction Visualization 

From Fig. 33, it can be seen that the LSTM was not trained properly, contrary to what 

was expected from the model. This is because the data is not stationary. Both upward trends and 

a seasonality component are present in the data. LSTM is highly sensitive to non-stationary data. 

Differentiation might result in the loss of data. 

 

 

 

 

 

 

 

 

Figure 32. LSTM epochs 

Figure 33 Testing prediction results (LSTM) 
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4.6.6 Model 4 Bidirectional LSTM 

Fitting Bidirectional Long Short-Term Memory  

The model was built using a function named `sequential()` which was initialized. 

Bidirectional LSTM layers with 128 units were included, along with a dropout rate of 0.2. A 

dense layer, fully connected with 10 layers, was also added. The ‘Adam’ optimizer was 

incorporated with a learning rate of 0.001. The loss function used was MSE (mean squared 

error), and the model ran for 100 epochs. The epochs that were executed in this model are 

shown in Figure 34. 

 

 

 

 

 

 

 

 

Bidirectional LSTM Prediction visualization 

From Figure 35, it can be seen that the bidirectional LSTM was not trained properly, 

which was not as expected from the model. This issue arises because the data is not stationary. 

The data exhibits both upward trends and a seasonal component, and the bidirectional LSTM 

is highly sensitive to non-stationary data. Differencing the data might result in data loss. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 34 Bidirectional Epochs 

Figure. 35 Testing prediction results (Bidirectional 

LSTM) 
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4.6.7 Model 5 CNN LSTM Encoder Decoder 

Fitting CNN LSTM Encoder Decoder 

The model is initialized with the function called “sequential()”. Next, the convolutional 

encoder, which consists of one directional convolutional layer with 256 filters and a filter size of 

three, is added. The activation layer called RELU is used, and the data is trained. The second 

layer also does the same training operations and produces feature mappings and next layer max 

pooling reduce feature dimensions and flatten layer make these features into 1D vector. Next 

this will be sent to the LSTM layer with 128 units and RELU activation function and it was sent 

to the two dense layers with one hundred layers each with same activation function (RELU) this 

will be come out as 1d vector and serves as output vector and further sent to the training. 

 

 

 

 

 

 

 

CNN LSTM Encoder decoder Visualization 

From Figure. 37, it can be seen that the model was well fitted compared to LSTM 

models. The complex patterns were untangled, and the data trend along with the seasonality 

factor was learned effectively. This model represents the best improvement. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 36 CNN LSTM Encoder decoder 

EpochsLSTM) 

Figure. 37 Testing prediction results (CNN LSTM Encoder decoder) 

EpochsLSTM) 
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4.6.8 Model 6 CNN Fitting CNN 

 

 

 

 

 

 

 

 

The prediction of PH tractor sales data using CNN was visualized from figure.39. Errors 

are present in the CNN visualization, but they are not as severe as those in the LSTM. Future 

improvements in prediction can be achieved using different methods. 

 

 

 

 

 

 

 

 

4.7 Comparing SARIMAX Model and Deep Learning Models 

Tabel.1 RMSE Scores of all the models. 

MODELS RMSE SCORES 

Seasonal ARIMA 0.01 

GRU 0.50 

Simple RNN 0.64 

LSTM 0.95 

Bidirectional LSTM 1.15 

Encoder-Decoder LSTM CNN 0.53 

Figure. 38 CNN Epochs  

Figure. 39 Testing prediction results (CNN) 
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From the above Tab.1, it can be said that the seasonal model is the best model for 

forecasting PH tractor sales for the next three years. To further demonstrate that the seasonal 

ARIMA model is the best, plots were drawn to provide confidence in its accuracy. 

 

4.8 Forecasting Sales Using Best Model 

After comparing all the methods traditional methods and deep learning methods the 

best model will be “Seasonal ARIMA” as it got the lowest RMSE score of all the models, and it 

is best suited model for the non-stationary data. 

In this step, the tractor sales for the next three years—2015, 2016, and 2017—will be 

forecasted using the best model selected above. The sales will be forecasted with a 95% 

confidence band. This band typically results in a narrow interval prediction, which provides great 

precision but may ignore the true value. The upper and lower boundaries are drawn with grey 

lines, ensuring that the forecast is within these boundaries. 

 

Key Observations: 

If forecasting models are done every six months, they will be very useful. A good idea of 

what must be done will be given. The long-term forecasting model used for three years requires 

evaluation every six months. Changes made in the business must be added to this model. After 

comparing both traditional and deep learning methods, the "Seasonal ARIMA" model emerged 

as the most effective, achieving the lowest RMSE score among all evaluated models and proving 

to be the most suitable for non-stationary data. 

In this step, the forecast for tractor sales for the years 2015, 2016, and 2017 will be 

generated using the selected model. The forecasts will include a 95% confidence band, which 

provides a narrow prediction interval for greater precision. However, this band may sometimes 

exclude the true values. The forecast boundaries are illustrated with grey lines, indicating the 

range within which the forecasts are expected to fall (Figure 40). 

 

 

 

 

 

 

 

CNN 0.55 

Figure. 40 Sales forecast for next three years with 95% confidence 
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The forecast is shown using the 99% confidence band in Figure 41. A narrow interval 

cannot be achieved with this band, so true values cannot be excluded. Although this band might 

have less precision, it is ideally used for long-term forecasts. It can be observed that the forecast 

is within the boundaries. 

 

 

 

 

 

 

 

 

4.9 Forecasting Performance Metrics 

ACF and PACF plots are to see the residuals for the seasonal ARIMA model to make 

sure the model left no information or learning or patterns to extract from the data. No patterns 

are shown by the residuals, indicating that they are uncorrelated and have a zero mean. If this 

does not occur, it suggests that the model did not perform well, and changes must be made. 

However, in this case, the seasonal ARIMA (0, 1, 1) (1, 0, 1) [12] model, as evidenced by the 

KDE plots from above, demonstrates that the residuals are normally distributed. 

 

 

The normal Q-Q plots reveal that the residuals of the sample plotted show a linear trend. 

This trend indicates a strong indication of a normal distribution. 

Figure. 41 Sales forecast for next three years with 99% confidence. 

Figure. 42 ARIMA residual graphs 1 
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The residuals over time don't show any significant seasonality and they appear to be 

white noise. This can be confirmed by the autocorrelation graph (i.e., correlogram) from Figure 

43, which shows that the time series residuals have low correlation with lagged versions of itself. 

Those observations coupled with the fact that there are no spikes outside the insignificant 

zone for both ACF and PACF plots lead to conclude that residuals are random with no 

information or patterns in them, and the model produces a satisfactory fit that could help to 

understand the time series data and forecast future values.  It means that the ARIMA model is 

working fine. 

 

 

 

 

 

 

 

Figure. 43 ARIMA residual graphs 2 

Figure. 44 ARIMA residual graphs 3 
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5. Discussion 

The hypothesis was considered, and it was observed that the tractor sales data set was 

not stationary. The presence of a trend and seasonality was indicated. To address this, different 

methods such as differencing, log transformation, and rolling statistics were employed to make 

the data stationary. A strong seasonality component was evident in the data, which led to the use 

of the SARIMAX model to account for seasonality and other environmental factors that could 

impact sales. It was observed that traditional models and deep learning models did not perform 

equally. The SARIMAX model outperformed the deep learning models. 

Residuals are shown to have no patterns, indicating that they are uncorrelated and 

distributed with zero mean. If this does not occur, a poor performance of the model is implied, 

necessitating changes. In this case, the seasonal ARIMA (0, 1, 1) (1, 0, 1) [12] model was used. 

The KDE plots demonstrate that the residuals are normally distributed. The Normal Q-Q plots 

reveal that the residuals of the plotted sample exhibit a linear trend, which strongly suggests a 

normal distribution. The residuals over time, as shown in the top-left plot, do not display 

significant seasonality and appear to be white noise. This can be confirmed by the autocorrelation 

graph (i.e., correlogram) from fig.47, which shows that the time series residuals have low 

correlation with lagged versions of itself. Those observations coupled with the fact that there are 

no spikes outside the insignificant zone for both ACF and PACF plots lead to conclude that 

residuals are random with no information or patterns in them, and the model produces a 

satisfactory fit that could help to understand the time series data and forecast future values.  It 

means that the ARIMA model is working fine. From the above observations, it can be said that 

SARIMAX is the best model for forecasting future sales of tractors. It is evident from the data 

that this model provides the most accurate predictions. 

 

 

 

Figure. 45 ARIMA residual graphs 4 
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