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Abstract: Success in student learning is the primary aim of the educational system. Artificial
intelligence utilizes data and machine learning to achieve excellence in student learning. In this
paper, we exploit several machine learning techniques to estimate early student performance. Two
main simulations are used for the evaluation. The first simulation used the Traditional Machine
Learning Classifiers (TMLCs) applied to the House dataset, and they are Gaussian Naïve Bayes
(GNB), Support Vector Machine (SVM), Decision Tree (DT), Multi-Layer Perceptron (MLP), Random
Forest (RF), Linear Discriminant Analysis (LDA), and Quadratic Discriminant Analysis (QDA). The
best results were achieved with the MLP classifier with a division of 80% training and 20% testing,
with an accuracy of 88.89%. The fusion of these seven classifiers was also applied and the highest
result was equal to the MLP. Moreover, in the second simulation, the Convolutional Neural Network
(CNN) was utilized and evaluated on five main datasets, namely, House, Western Ontario University
(WOU), Experience Application Programming Interface (XAPI), University of California-Irvine (UCI),
and Analytics Vidhya (AV). The UCI dataset was subdivided into three datasets, namely, UCI-Math,
UCI-Por, and UCI-Fused. Moreover, the AV dataset has three targets which are Math, Reading,
and Writing. The best accuracy results were achieved at 97.5%, 99.55%, 98.57%, 99.28%, 99.40%,
99.67%, 92.93%, 96.99%, and 96.84% for the House, WOU, XAPI, UCI-Math, UCI-Por, UCI-Fused,
AV-Math, AV-Reading, and AV-Writing datasets, respectively, under the same protocol of evaluation.
The system demonstrates that the proposed CNN-based method surpasses all seven conventional
methods and other state-of-the-art-work.

Keywords: student performance; machine learning; Gaussian Naïve Bayes; support vector machine;
decision tree; multi-layer perceptron; random forest; linear discriminant analysis; quadratic discriminant
analysis; convolutional neural network

MSC: 68T07

1. Introduction

One of the main issues facing not only the majority of schools, colleges, and institutions
but also the academic industry in general is predicting students’ performance. Educational
institutions aim to assess students’ performance, pinpoint their strengths and shortcomings,
and assist them in improving during exams. In order to manage the learning materials
they supply, as well as to control the activities and track the behaviors of their students,
institutions are increasingly using learning management systems.
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In addition to providing feedback about the caliber of the learning materials offered
to students, analyzing their behavior in LMSs can help institutions forecast students’
performance based on their prior grades and actions taken within the system.

With the dramatic development of intelligent systems, machine learning schemes
have been involved in predicting student performance, which could affect the analysis
of the overall outcome of students in their study field. Moreover, the early performance
evaluation of students can assist in identifying their strengths and weaknesses and improve
their exam results [1].

Sandra [2] produced a systematic literature review study to evaluate the performance
of machine learning algorithms, and modeling was used to evaluate early student per-
formance for the academic years 2019–2021. In their study, several research publications
presented in their research were based on the inclusion and exclusion criteria. The main
objective was to locate, gather, and extract information based on previously specified
research questions.

The systematic review by [3] examined the pertinent Educational Data Mining (EDM)
literature from 2009 to 2021 that relate to detecting at-risk pupils and dropouts among stu-
dents. The review’s findings showed that a variety of Machine Learning (ML) approaches
are utilized to comprehend and address the underlying problems, including forecasting
at-risk pupils and student dropouts. Additionally, the majority of research incorporates
data from online learning platforms and student databases from schools and universities. It
was demonstrated that ML techniques were crucial for identifying at-risk kids and dropout
rates and for raising student achievement.

On the other hand, Alamri and Alharbi [4] examined explainable models of student
performance prediction from 2015 to 2020 in their systematic study. They organized primary
research based on nine dimensions once they had analyzed and synthesized them.

In this paper, a comprehensive evaluation is performed in terms of the Convolutional
Neural Network (CNN) approach and traditional approach represented by seven different
types of classifiers, namely, Gaussian Naïve Bayes (GNB), SVM, Decision Tree (DT), Multi-
Layer Perceptron (MLP), Random Forest (RF), Linear Discriminant Analysis (LDA), and
Quadratic Discriminant Analysis (QDA). The proposed system is conducted by five main
datasets and they are the House, WOU, XAPI, UCI, and AV. The UCI dataset was further
divided into UCI-Math, UCI-Por, and UCI-Fused. All datasets were divided into 80% for
the training task and 20% for the testing task. The motivation of this paper is to implement a
powerful scheme to predict the student performance in different educational environments
and provide comprehensive evaluations via different traditional and CNN classifiers for
seven datasets in order to give a benchmark for other researchers’ works in the same field.
We have summarized the main contributions of this paper as follows:

• Thorough evaluations of student performance are accomplished by using the House
database in terms of Traditional Machine Learning Classifiers (TMLCs), which are
GNB, SVM, DT, MLP, RF, LDA, QDA, as well as a fusion of these classifiers.

• Over a wide range of data division, the proposed system (TMLCs methods) was
evaluated with 10%, 20%, 30%, 40%, and 50% of the test phase, and the best result
was obtained in the division of 80% of the dataset for training and 20% of the dataset
for testing.

• Thorough evaluations and comparisons were conducted based on the CNN approach
before and after augmentation for seven datasets, namely, House, WOU, XAPI, UCI-
Math, UCI-Por, and UCI-Fused, and the new 2023 AV dataset (which has three targets
AV-Math, AV-Reading, and AV-Writing). Augmentation was performed in order to
increase the size of the training set, thereby enhancing the performance accuracy of
the proposed CNN method. This is because the CNN approach gives a powerful per-
formance using sufficient data. In addition, we evaluated seven augmented datasets
(newly modified) which nobody else has evaluated before. Furthermore, we evaluated
for the first time the original and augmented forms of a new 2023 AV dataset.



Mathematics 2023, 11, 3153 3 of 16

• The Fusion-based strategy was applied on the UCI dataset to evaluate both the Math
course dataset and the Portuguese language course to increase the accuracy by using
the CNN approach. Hence, the accuracy by fusion was improved to 99.67%, where
the accuracy for the Math course was 99.28% and for the Portuguese was 99.40%.

• The proposed system was compared with other state-of-the-art methods, which
showed that the proposed CNN approach outperforms other works. The proposed
CNN method was custom-designed and, to our knowledge, nobody has used exactly
the same structure and has obtained better reported results.

• The best accuracy results achieved by using the CNN approach in this work were
97.5%, 99.55%, 98.57%, 99.28%, 99.40%, 99.67%, 92.93%, 96.99%, and 96.84% for the
House, WOU, XAPI, UCI-Math, UCI-Por, UCI-Fused, AV-Math, AV-Reading, and AV-
Writing datasets, respectively.

• The least Mean Square Error (MSE) attained in this work were 2.89%, 0.47%, 1.59%,
0.79%, 0.60%, 0.35%, 5.75%, 2.23%, and 2.74% for the House, WOU, XAPI, UCI-Math,
UCI-Por., Fused UCI, AV-Math, AV-Reading, and AV-Writing datasets, respectively.

The paper is organized as follows: Section 2 shows the related work. The proposed
method is presented in Section 3, the datasets descriptions in Section 4, and the results and
discussion in Section 5. Lastly, Section 6 presents the conclusions.

2. Related Work

Dhilipan et al. [5] studied students’ academic development using machine learning
techniques. In their article, binomial logical regression, a decision tree, entropy, and a
KNN classifier were all employed in the investigation. The proposed approach makes it
possible for the instructor to assess student performance and plan more effective academic
improvement strategies.

In the research by Altabrawee et al. [6], four categorization models were developed
to predict students’ performance to identify the students who struggle academically in
the computer science course. This study was conducted by the College of Humanities at
Al-Muthanna University. The authors implemented fully connected feed-forward Artificial
Neural Networks (ANNs), naive Bayes, decision trees, and logistic regression. The clas-
sification accuracy and the Receiver Operating Characteristics (ROC) index performance
metric were used for model evaluation. The ANN model had an ROC index of 0.807 and
an accuracy of 77.04%, which is the highest performance.

Aziz [7] presented a method for pre-evaluating student performance, which was
utilized in the timely development and proper maintenance of student performance. For the
purpose of data mining educational institutions, the performances of several machine
learning algorithms were compared in this study. It was demonstrated that these algorithms
are promising in the area of predicting student performance, and deep learning is the best
algorithm for this kind of dataset.

Bhusal [8] suggested that the performance of a student might be predicted using ma-
chine learning with the use of student data gathered from Learning Management Systems
(LMS). Data gathered from LMSs can offer insight on the behavior of students, which will
produce the degree of performance on exams. This will then be researched and utilized to
aid students with low scores on exams to perform better. Baashar published a study [9]
which sought to analyze the most recent machine learning techniques used to forecast
student performance between 2015 and 2019. Thirty data-driven studies were chosen and
the results showed that: (i) the research in this area has significantly increased recently;
(ii) the academic (Cumulative Grade Point Average (CGPA); attendance), demographic
(Gender), internal assessment (Quiz; assignment), and family/personal attributes play an
important role in the prediction; and (iii) the ANN produced the highest level of accuracy
of 98.30%.

Kim et al. [10] introduced the GritNet, a new deep-learning-based system which
utilizes the Bidirectional Long Short-Term Memory (BLSTM). It recast the problem of
predicting student performance as one of sequential event prediction. The findings from
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graduation predictions created for datasets of Udacity students showed that the GritNet
routinely outperformed the traditional logistic-regression-based technique. The first few
weeks showed the most progress due to the making of precise forecasts being the most
challenging within this duration.

A model suggested by [11] produced better performance among three semesters of
student performance. The training and validation set provided the best outcomes and event
accuracy. The K-nearest neighbors and decision tree classifier model achieved an accuracy
of 89.74% and 94.44%, respectively. The results showed better performance in precision.

Additionally, the investigation in the article of Salih and Khalaf [12] sought to of-
fer managers of study programs and educators a forecast that might help them develop
superior educational programs at their academy. Consequently, estimating students’ perfor-
mance was shown utilizing grades and attendance in classes without using socioeconomic
data. The dataset contained 44 individuals and 13 characteristics, which were gathered
from three academic years at Mustansiriyah University in Iraq. Five courses were included
in the datasets. The authors suggested a model that describes the relationship between two
fundamental topics: first- and second-year mathematics, and third-year control systems.
Their reported work was based on examining the academic components of mathematics
courses, and their study sought to enhance student performance and prevent failure in the
control systems course.

The main objective of Kabakchieva’s paper [13] was to reveal the high potential of
data mining applications for university management and to contribute to more effective
university recruitment campaigns to attract the most desirable students. The goal of the
study was to create data mining models that can predict student achievement based on
personal, pre-university, and collegiate performance traits. In addition, students’ data
were admitted to the university during a three-year period and utilized for the research.
Furthermore, the dataset was subjected to the application of a number of well-known data
mining classification techniques, including a rule learner, a decision tree classifier, a neural
network, and a nearest neighbor classifier.

Two prediction models for the assessment of students’ performance on the first test
were provided in the paper by [14]. The work used a well-known dataset made available
by the University of Minho in Portugal, which relates to math performance and contains
395 data samples. The ability to predict student performance can be helpful when choosing
a student who is qualified for a certain activity, taking immediate action, or adopting early
preventative measures. Additionally, it is necessary to investigate improved models in
order to improve performance. The K-nearest neighbor approach was mostly utilized but it
had lower performance in prior work on the same dataset. In contrast, the Support Vector
Machine (SVM) algorithm is a very popular and effective prediction tool. ]

Sekeroglu et al. [15] focused on the prediction and categorization of various types of
educational data using machine learning algorithms.

More research on explainable student performance prediction models is required,
where both accuracy and the ability to explain are adequately measured and assessed.

The authors of the research [16] considered the challenge of predicting student per-
formance as a short-term sequential behavior modeling assignment. It was suggested to
use a two-stage classifier Sequence-based Performance Classifier (SPC) for learner behav-
iors that combines the attention-based Hybrid Recurrent Neural Network (HRNN) and
conventional Support Vector Machine (SVM) algorithm. The entire student sequential
behavior data could be adaptively merged, and the primary behavior intention could be
recorded, in contrast to prior statistical analysis approaches where behavior characteristics
were manually removed.

The strategy in [17] for predicting student performance makes use of a number of
deep learning techniques before bringing data into well-known deep learning models like
Long Short-Term Memory (LSTM) and Convolutional Neural Networks (CNNs) to perform
prediction tasks. Moreover, a number of strategies for data pre-processing were studied and
described (e.g., Quantile Transforms and Min/Max Scaler). A Vietnamese interdisciplinary
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university’s student information system was used to acquire four million samples for the
experiments, which were constructed on 16 datasets connected to a wide range of various
disciplines. The results indicate that the suggested strategy, particularly when employing
data modification, produces accurate prediction results. The conclusions are applicable to
real-world situations.

3. Proposed Method

The proposed methods are shown in Figures 1 and 2. In Figure 1, a House dataset
of 25 features was used, then only the most important of seven features were selected,
visualized, and normalized. In addition, the normalized selected features were trained and
the proposed TMLCs scheme was applied on the data to evaluate the system. The TMLCs
which were used in this paper are GNB, SVM,DT, MLP, RF, LDA, and QDA. Further-
more, the fused TMLCs were also applied on the same data, which might improve the
overall performance.

Figure 1. The framework of the proposed approach was applied to seven datasets.

Figure 2. The structure of the proposed CNN approach applied on the seven datasets.
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As shown in Figure 2, the CNN was applied to five main datasets—namely, the House,
WOU, XAPI, UCI, and AV datasets—since the best-reported results were obtained using the
CNN proposed method. The description of the proposed CNN is explained in Section 3.2.
Figure 2 shows the input of 7, 8, 16, 32, 32, 32, and 7 features for House, WOU, XAPI,
UCI-Math, UCI-Por, UCI-Fused, and AV datasets, respectively.

3.1. Tradition Machine Learning Classifiers

The TMLCs include seven machine learning classifiers (GNB, SVM,DT, MLP, RF, LDA,
and QDA) which were applied only on the original House dataset, which has a small
number of samples and cannot be applied to the CNN approach. Therefore, we augmented
this dataset to increase the training subset to be applicable to the CNN approach. Thus,
the fusion of the TMLCs was applied to the House dataset only, as shown in Figure 1.

The GNB classifier is dependent on Bayes’ theorem, which is obtained by the calcula-
tion of the probability of a given hypothesis of prior knowledge. To calculate the stability,
a smoothing factor (10−9), which is the the portion of the largest variance of all features, is
added to variances [18–20].

The SVM is a supervised classifier that is used in classification and regression problems.
The SVM uses a kernel to classify the data, and this kernel could be linear (Linear SVM)
or non-linear (Non-Linear SVM). The proposed SVM uses a radial base function [21–23].

The DT is considered a non-parametric supervised method. This classifier is organized
as a tree structure and hierarchy, which contains a root node, branches, internal nodes,
and leaf nodes [24–27].

The MLP classifier is a neural network scheme that has three main layers, an input
layer, a hidden layer, and an output layer. Three hidden layer dimensions were used in this
work of sizes 6, 16, and 6, respectively. The maximum iteration was 1100, the learning rate
was 0.001, and the activation function was the tangent function, tolerance of 10−12 [28–31].

The RF classifier is considered as a supervised scheme that could be applied by
building a decision tree on different samples of the data to obtain the majority votes of
these trees. The proposed scheme in this work used a maximum depth of 2 for the decision
tree [32–35].

The LDA classifier is used to reduce the dimension of data by projecting these data
into a high-dimension space. It is also used to separate the data into different classes using
two paths. This classifier uses the Singular Value Decomposition (SVD) [36–39].

The QDA classifier is similar to LDA in that the observations are normally distributed;
however, for each class, there is a certain covariance matrix and this scheme is called
quadratic since its equation comes from the quadratic function [40–43].

3.2. Convolutional Neural Network

The framework structure for the CNN which is used in this paper is illustrated in
Figure 2. According to Figure 2, the CNN approach can be divided into two main parts,
namely, feature extraction and classification.

In the first part, the convolutional layer (Conv1D) is used to extract features from raw
data and has two filter banks with a 3x1 size. The batch normalization layer is utilized to
speed up the training process and make it easy. The maximum pooling layer is used to
reduce the dimension of the extracted features by the Conv1D. The Rectified Linear Unit
(Rule) layer represents the activation function f(x) = max(0, x). The batch normalization
layer is used to speed up the training process, since after data augmentation, the number
of samples is increased. The max pooling layer reduces the dimension of the extracted
features by the Conv1D. The second Conv1D has 6 filter banks with a 3 × 3 filter size. In the
same manner, batch normalization and maximum pooling followed the second Conv1D.
Then, the flatten layer is used to flatten the feature as one vector of n-values.

In the second part, the first Fully Connected layer (FC1) contains 8 neurons, which are
followed by the Rule layer. Then, the second FC2, which contains 4 neurons, is followed
by another rule layer. Subsequently, the third FC3 of 2 neurons is followed by a further
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rule layer. Finally, an FC4 of one neuron is followed by a soft-max activation layer which
is used to produce the final decisions. The soft-max function, also called the normalized
exponential function, converts an integer real number into probability [44–51].

4. Datasets

In this paper, five main datasets are used, namely, the House, WOU, XAPI, UCI, and AV
student performance datasets. However, the UCI dataset was divided into three subsets,
which are UCI-Math, UCI-Portuguese, and UCI-Fused, as shown in Table 1. In addition,
the AV dataset has three targets (Math, Reading, and Writing) for the same observations.
The description of each dataset is explained below.

Table 1. The number of samples division for the augmented data.

Subset Division House WOU XAPI UCI-Math UCI-Por UCI-Fused AV

Training 56% 24,084 4354 34,406 28,313 46,519 74,833 71,680
Validating 24% 10,322 1866 14,746 12,135 19,938 32,072 30,720

Testing 20% 8602 1556 12,288 10,112 16,615 26,727 25,600
Total 100% 43,008 7776 61,440 50,560 83,072 133,632 128,000

4.1. Mustansiriyah University Dataset (House)

In this dataset, 25 features are employed according to the students’ degrees, which are
related to the control class for fourth year students in the College of Computer Engineering
at Mustansiriyah University. In this paper, only seven features are selected based on the
most important features out of twenty-five features according to the Gradient Boosting
Machine (GBM) [52]. Ultimately, we eliminate unimportant, low-importance, and missing
features, while the important features should be saved for classification [53–56]. The total
number of samples used is 43,008. The system trains 80% of the overall number of samples,
which equals 34,406 samples (34,084 samples for training set and 10,322 for validation set),
while the rest of the dataset is used for testing with 20% of the data (8602 samples), as
shown in Table 1. It should be noted that the House database was augmented, which is a
technique of artificially increasing the training set by creating modified copies of a dataset
using existing data. It includes making minor changes to the dataset or using deep learning
to generate new data points. The augmented database (modified database) is presented
in the following link (https://drive.google.com/drive/folders/1reIb5ejl1udV_L92W28s3
0CEHC26j4zO, accessed on 5 June 2023) in order to be a benchmark for other researchers
wanting to compare their related work.

4.2. Western Ontario University (WOU) Dataset

The data were gathered from an undergraduate science course delivered to second
year students at the University of Western Ontario [57]. The 486 enrolled students’ marks
for the various assignments, tests, and examinations comprise the dataset. There are nine
features in the dataset altogether. In this study, only eight features are employed, with the
ninth feature serving as the target. The final grade was divided into two categories (classes):
Good (representing the students who will pass the course with a good mark, between
60 and 100) and Weak (representing the students who will pass the course with a poor
grade, less than or equal to 59). The datasets are processed according to the same protocol
of evaluation for the first dataset (House dataset). In addition, in this work, the division
of the WOU dataset based on the training and testing phase is 80%, and 20%, respectively.
The training process used an overall 388 samples, including 271 training samples and
the validation set of 117 samples. Furthermore, the testing phase included 98 samples.
In the same manner, this dataset was augmented to 7776 samples, which were divided into
4354, 1866, and 1556 samples for training, validation (which both represented the 80% of
data for the training phase), and testing set, respectively, as shown in Table 1.

https://drive.google.com/drive/folders/1reIb5ejl1udV_L92W28s30CEHC26j4zO
https://drive.google.com/drive/folders/1reIb5ejl1udV_L92W28s30CEHC26j4zO
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4.3. Experience Application Programming Interface (XAPI) Dataset

This database was collected by utilizing the experience from the Kalboard 360 E-learning
system [58,59]. The dataset has 16 features for 480 students’ records through two semesters.
The first semester contains 245 students’ records, while the rest of the students’ records were left
for the second semester. The features were divided into three categories: demographic (such as
nationality and gender), academic background (such as semester and grade), and behavioral
attitudes (such as raised hand in class and discussion groups). The aim of this data was to
estimate the student behavior through the academic semester. In addition, Table 1 illustrates
the number of samples used in this dataset, which was 61,440 overall samples, which were
divided into 34,406 samples for the training set as well as 14,746 samples for the validation set
(both were used during the training process). The remaining data were left for the testing phase,
specifically, 12,288 samples. The data were augmented as for the previous datasets with similar
training and testing divisions (80% were employed during the training phase, while 20% were
employed for testing evaluation).

4.4. The University of California, Irvine (UCI) Dataset

This data approached student achievement in secondary education for two Portuguese
schools. The data attributes include student grades, demographic, social, and school-related
features and were collected by using school reports and questionnaires at the University of
Minho in Portugal [60]. However, this dataset was published in The University of California,
Irvine (UCI). Two datasets were provided regarding the performance of the two distinct
subjects: Mathematics (mat) and Portuguese language (por). In [60], the two datasets were
modeled under binary/five-level classification and regression tasks. The evaluation was
applied to three data sets: a math course, a Portuguese language course, and a fusion of the
Math course and Portuguese language course. In this dataset, 32 features were applied by
using the CNN classifier. The UCI dataset contains two datasets in the database based on
two courses, and they are the Math course dataset with 395 samples and the Portuguese
language course dataset with 649 samples, combined to obtain the overall samples of
1044 samples by fusing the Math and Portuguese language datasets [60]. In addition,
the data were divided into 80% for the training phase and 20% for the testing phase.
The training set included 221 samples, the validation set contained 95 samples, and the
testing phase included 79 samples for the Math course, as shown in Table 1. In addition,
for the Portuguese course (Table 1), the training set contained 363 samples, the validation set
156 samples, and the testing set 130 samples. These datasets (UCI-Math and UCI-Por) were
augmented similarly to the previous three datasets to increase the number of samples, as
depicted in Table 1. Furthermore, the augmented data for UCI-Math contains 50,560 overall
samples, in which 28,313 and 12,135 were used in the training process as a training set
and validation set, respectively. As for the remaining data 10,112 samples were applied in
the testing process. On the other hand, the augmented UCI-Por set included 83,072 overall
samples, including 64,519 samples for training and 19,938 samples for the validation set
which where employed in the training phase, while 16,615 samples were utilized in the
test phase.

Moreover, in this work, the division was used for the fusion between the Math course
and the Portuguese language course. Consequently, for the fusion dataset, the training
set included 584 samples, the validation had 251 samples, and the test had 209 samples.
The augmented fused UCI dataset contained 133,623 samples, which were subdivided into
74,833, 32,072, and 26,726 samples for the training, validation, and testing set, respectively.
The training set and validation set were used in the training process, while the testing set
was using in the evaluation, as shown in the Table 1.

4.5. Analytics Vidhya (AV) Dataset

This dataset can be categorized into five main features, namely, gender, race/ethnicity,
parental level of education, lunch, and test preparation course. In addition, gender can be
subdivided into male and female, according to the sex of the students. The ethnicity of
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students can be sub-classified into five groups (A, B, C, D, E). Depending on the parents’
final education, the parental level of education includes a bachelor’s degree, some college,
master’s degree, and associate’s degree. Moreover, the fourth feature is lunch, which can
be sub-categorized into standard or free and reduced, which was provided before the test.
Finally, the last feature is a test preparation course, which was divided into complete or not
complete before the test.

In this dataset, there are three types of scores, namely, math, reading, and writing.
In this paper, we applied a multi-target approach. The first target is math while the
remaining scores (reading and writing) are treated as features to bring the total number
of features to seven by adding these to the main five features. Similarly, for the reading
target, we math and writing as a feature and these are added to the main five features to be
seven features in total. Likewise, in the third stage, the target is writing while both math
and reading are considered as features and added to the main five features to equal a total
of seven features. To our knowledge, nobody else has evaluated this new 2023 database.
The original number of samples is 1000 and this dataset was augmented similarly to the
previous datasets to be 128,000 samples. The original AV dataset was found through this
link (https://www.analyticsvidhya.com/blog/2023/04/student-performance-analysis-
and-prediction/, accessed on 5 June 2023). The same data division (80% and 20% for
training and testing, respectively) was applied to this dataset, as shown in Table 1.

5. Results and Discussions
5.1. Simulation 1

In Simulation 1, the proposed system employed the TMLCs methods by applying
the seven classifiers mentioned in Section 3, and the proposed system was evaluated by
using only the House dataset. The features were renamed from F1 to F25 with the same
sequence as the original file of the highly correlated data before normalization. However,
the analyses used normalized features. One feature has a single unique value, and the
highly correlated features as shown in Table 2 below show seven features with a correlated
magnitude greater than 0.65.

Table 2. Drop features with the correlated features and correlated values.

No. Drop Feature Correlated Features Correlated Values

1 F1-F2-F3 F5 0.692
2 F4-F6-F7 F11 0.722
3 F8-F9-F10 F16 0.901
4 F12-F13-F14 F18 0.727
5 F15-17 F19 0.834
6 F20-F21 F22 0.659
7 F23-F24 F25 0.741

The zero-importance features are the features which were removed by the gradient
boosting model; these 18 features with zero importance after applying the one-hot encoding
method are F1, F2, F3, F4, F6, F7, F8, F9, F10, F12, F13, F14, F15, F17, F20, F21, F23, and
F24. However, seven features are required for 0.99 of cumulative importance, while the low
significance of seven features is required for cumulative importance of 0.99 after one-hot
encoding. In addition, eighteen features did not contribute to the cumulative significance of
0.99. Therefore, the eighteen features were removed, and the seven features were selected
(F5, F11, F16, F18, F19, F22, and F25) and then applied to two proposed schemes, namely,
TMLCs and CNN.

As mentioned in the previous section, the training phase was 80% of the data while
the testing phase was 20%. Figure 3A shows a comparison among the seven classifiers
applied for seven features for the data division of training set 80% and testing set 20%. In
the bar chart, the red color bars explain the accuracies obtained from the testing phase.
In contrast, the green color bars show the training accuracies. The results achieved for test

https://www.analyticsvidhya.com/blog/2023/04/student-performance-analysis-and-prediction/
https://www.analyticsvidhya.com/blog/2023/04/student-performance-analysis-and-prediction/
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accuracy were 88.89%, 77.78%, 77.78%, 66.67%, 55.5%6, 44.44%, and 44.44% for MLP, SVM,
DT, LDA, GNB, RF, and QDA, respectively. The best result was the MLP accuracy and the
worst were the RF and the QDA for the data division with a training set of 80% and the test
set with 20% of the data.

Figure 3. Evaluation of seven features applied on seven classifiers: (A) Comparison between these
classifiers, (B) The best classifier through five different data divisions.

As presented in Figure 3B, the best classifier out of the seven classifiers is the one that
achieved the highest accuracy through five different data divisions between the training
set and the testing set. The bar chart in Figure 3B denotes the red color bars for the MLP
classifier, orange color bars for SVM, gray color bars for DT, green color bars for LDA,
dark blue color bars for GNB, light blue color bars for RF, and black color bars for QDA.
These bars show the test accuracy among the five data divisions for the best classifier.
These divisions are 10%, 20%, 30%, 40%, and 50% of the testing data. The outcomes from
the figure show that the MLP classifier is the best classifier (at the testing division 20%)
with approximately 89% accuracy when tested among five different divisions.

5.2. Simulation 2

In this simulation, five main experiments were performed by applying the proposed
CNN approach on the five main datasets: the House, WOU, XAPI, UCI, and AV datasets.
The proposed CNN approach was applied to the House, WOU, XAPI, UCI, and AV datasets
in Experiment 1, Experiment 2, Experiment 3, Experiment 4, and Experiment 5, respectively.
The evaluation protocol of simulation 2 had 54 evaluations based on the proposed CNN for
the six different iterations (1, 3, 5, 7, 9, and 11) that were applied to the seven mentioned
datasets, in which one of them (AV) has three targets. It was noted that, when increasing the
number of iterations by more than 11, the performance saturated. Moreover, the proposed
CNN model could extract powerful features using adaptive filters in the convolutional
layer by adjusting filter weights according to the observation in each dataset, which could
be classified by just four fully connected layers. Therefore, the CNN approach produces a
higher accuracy compared with other traditional classifiers.

Table 3 shows the evaluation accuracies for the proposed CNN approach to the House,
WOU, XAPI, UCI-Math, UCI-Por, Fused UCI, AV-Math, AV-Reading, and AV-Writing
datasets. The bold font for the accuracies in this table highlights the highest accuracy
attained for each dataset.

The bar chart in Figure 4 shows the comparisons of the MSE for all the datasets under
80% training and 20% testing divisions. The red color of the bars denotes the lowest MSE
accomplished for each dataset. The lowest MSE was achieved by the UCI-Fused dataset
with 0.35%.
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Table 3. Accuracy evaluation of the proposed CNN method applied on seven different datasets,
wherein one of them (AV) has three targets (Math, Reading, and Writing), the values in bold are the
best obtained accuracy.

Epoch House WOU XAPI UCI-
Math UCI-Por UCI-

Fused AV-Math AV-
Reading

AV-
Writing

1 80.73% 95.57% 88.45% 82.81% 91.24% 94.92% 90.79% 94.08% 95.79%
3 82.34% 95.89% 93.11% 97.96% 97.45% 97.16% 91.34% 96.32% 96.31%
5 95.42% 96.53% 96.86% 97.55% 98.81% 98.78% 91.23% 96.48% 96.69%
7 97.30% 97.75% 98.57% 99.27% 98.69% 98.87% 92.74% 96.78% 96.84%
9 97.50 % 99.16% 96.74% 99.25% 99.40% 99.37% 92.93% 96.99% 96.84%

11 93.11% 99.55% 96.21% 99.28% 98.39% 99.67% 91.35% 96.69% 96.64%

Figure 4. Comparisons of MSE for the House, WOU, XAPI, UCI-Math, UCI-Portuguese, UCI-Fused,
AV-Math, AV-Reading, and AV-Writing datasets at data division 80% for training and 20% for testing,
the values in the boxes are the least error.

5.3. Comparative Evaluation

In this section, comparative evaluations are employed based on two tables (Tables 4 and 5)
in order to compare the proposed work with related work which used the same datasets
and different datasets, respectively.
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Table 4. Comparison of the proposed work with the related state-of-the-art works (which used the
same datasets), the values in bold are the best obtained accuracy.

Work Year Method Dataset Samples Best Accuracy Best Method

Proposed 1

TMLCs House 42 88.89% MLP, Fused
(TMLCs)

CNN WOU 486 96.94% CNN
CNN XAPI 480 78% CNN
CNN UCI - Math 395 89.87% CNN
CNN UCI-Por. 649 89.23% CNN

CNN UCI-Fusion
(Math+Por.) 1044 90.91% CNN

CNN AV-Math 1000 89.50 % CNN
CNN AV-Reading 1000 94.00% CNN
CNN AV-Writing 1000 89.00% CNN

Proposed 2

CNN House 43,008 97.5% CNN
CNN WOU 7776 99.55% CNN
CNN XAPI 61,440 98.57% CNN
CNN UCI - Math 50,560 99.28% CNN
CNN UCI-Por. 83,072 99.40% CNN

CNN UCI-Fusion
(Math+Por.) 133,632 99.67% CNN

CNN AV-Math 128,000 92.93 % CNN
CNN AV-Reading 128,000 96.99% CNN
CNN AV-Writing 128,000 96.84% CNN

[12] 2021 GNB + MLP +
SVM House 43,008 78.80% SVM

[57] 2020
Fusion (LR +
RF + MLP +

GNB + SVM)
WOU 486 93.6% Fused Method

[8] 2021 DNN XAPI 480 76.04% DNN

[59] 2016 DT + MLP +
GNB XAPI 480 79.10% MLP

[14] 2017 KNN + SVM UCI-Fusion
(Math+Por.) 1044 91.00% SVM

[15] 2019 MLP + SVM +
GBC UCI 1044 87.78% MLP

[60] 2008 GNB + MLP +
DT + SVM + RF

UCI-Math
UCI-Por.

395
649

91.90%
93.00%

GNB
DT

In Table 4, “Proposed 1” refers to the original number of samples for all datasets.
“Proposed 2” refers to the augmented number of samples in all datasets. Table 5 shows the
comparison between the proposed techniques with other state-of-the-art works
([5–7,9–11,13,16,17]) where different datasets were used. It is clear from the results of
the performance accuracy that the proposed work outperforms other state-of-the-art work.
The best accuracy in the proposed method was obtained by the CNN, which attained a
performance accuracy of 99.67% by using a UCI-Fused dataset. It was noted that all the
evaluations in terms the seven augmented datasets are new and nobody else has evaluated
these modified datasets. In addition, the evaluation of a new 2023 AV dataset is novel to
this research.

Then, we compare the proposed work with other state-of-the-art work which em-
ployed different datasets, as shown in Table 5. The results for both tables show that the
performance accuracy achieved by the proposed work outperforms other performance
accuracies obtained by other works.
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Table 5. Comparison of the proposed work with the other state-of-the-art works (which used different
datasets), the values in bold are the best obtained accuracy.

Work Year Method Dataset Best
Accuracy Best Method

Proposed CNN UCI-Fused 99.67% CNN

[5] 2020
LR + DT +
Entropy +

KNN
Self Collected 97.05% LR

[6] 2019 MLP + DT +
LR + GNB AL-Muthana 77.04% MLP

[7] 2020 DNN + RF +
GBT Self Collected 78.20% DNN

[9] 2021
ANN + SVM

+ KNN +
GNB + DT

unknown 98.3% ANN

[10] 2018 DNN-Grit
Net

ND-B
Udacity

96.7% DNN

[11] 2019
LDA + GBC +

RF + DT +
SVM + KNN

ND-B
Self-Collected

94.44% DT

[13] 2012 ORRL + DT +
MLP + KNN

Bulgarian DB
2007–2009

10,330 Samples
73.59% MLP

[16] 2020

Fusion (SVM
+ LR + GNB +

DT + RF +
SPC)

Data Castle 86.90% Fusion

[17] 2020
CNN +

LSTM + RF +
LR

16 Datasets
3,000,000 Samples

80.58% LR

6. Conclusions

Several machine learning algorithms were used in this research to estimate student
performance. Thorough evaluations in terms of five main datasets, namely, House, WOU,
XAPI, UCI, and AV datasets, were undertaken. The UCI dataset is subdivided into three
subset datasets: UCI-Math, UCI-Por, and UCI fused. Furthermore, the AV dataset has three
targets (Math, Reading, and Writing). Two main simulations were proposed. The first one
is in terms of TMLCs (MLP, SVM, DT, LDA, GNB, RF, and QDA) as well as the fusion
of TMLCs. The TMLCs approaches with their fusion were applied to the House dataset
only. The main conclusion of this simulation is as follows: Firstly, higher accuracy was
achieved by the MLP approach, which is similar to the fusion of TMLCs; secondly, the best
samples division was 80% for training and 20% for testing, which was applied to all the
later evaluations.

The second simulation included five experiments by applying the CNN approach to
the five main datasets. In addition, the augmentation process was used to increase the data
size to be suitable for the CNN approach. Two important conclusions were drawn from
this simulation. The first is that the CNN approach gives higher accuracy than all other
TMLCs as well as their fusions. Secondly, the augmented datasets significantly improve
performance accuracy. In addition, the proposed CNN technique outperforms all other
state-of-the-art works.

This comprehensive evaluation can be used as a benchmark for other researchers
related to the student performance task. The most important point in this work is that we
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evaluated seven augmented datasets (modified datasets) as well as a new 2023 AV dataset,
whereby nobody else has previously evaluated these datasets.

The main contribution of our paper is that we evaluated seven augmented datasets
(newly modified), which, to our knowledge, have not been evaluated before. In addition,
we evaluated for the first time the original and augmented forms of a new 2023 AV dataset.
These comprehensive evaluations will be a benchmark for other researchers working in
the student performance field. In addition, this study will be extended for future work
by squeezing the CNN model to reduce the amount of the proposed CNN structures and
their trained weight in order to be applied to mobile environments. The proposed CNN
method was custom-designed and, to our knowledge, no previous research has used the
same structure and has obtained better reported results.
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