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As the world move toward automated driving (AD) continues, the future of adaptive driving beam headlights (ADB), is quickly 

coming into focus. Engineers, developers and designers are researching hard to identify the most effective combination of 

components to meet driver requitements for safety and visibility. ADB is a technology used in automotive headlight systems 

that automatically adjusts the beam pattern of the headlights to provide the best visibility for the driver while also reducing 

glare for oncoming drivers. The system uses cameras, sensors, and algorithms to detect the presence of other vehicles on 

the road and adjust the headlight beams accordingly. This allows the driver to have the highest level of visibility while 

minimizing the risk of dazzling other drivers. ADB is available on many vehicles including Europe, Asia & Middle East. 

Adaptive capabilities help reveal critical objects such as lane markings, pedestrians, and oncoming cars while avoiding using 

full high beams that might temporarily blind an oncoming vehicle driver. However, designing and developing a solution for the 

real road conditions is time-intensive, expensive, and complex. Hence, there is a requirement for adaptive driving beam 

headlights to detect the oncoming vehicles to reduce the glare for oncoming vehicle drivers. The detection solution needs to 

be fast, accurate and easy to integrate with automotive vehicular system. This paper reviews various detection techniques 

that can be used in implementing adaptive headlamps and application of the Machine Learning technique to predict fast and 

accurate object detection.  

CCS CONCEPTS • Computing methodologies • Computer vision and pattern recognition • Object detection 

Additional Keywords and Phrases: Adaptive driving beam, Adaptive front lighting system, Convolutional 

Neural Network, Region-based deep learning, Single Shot MultiBox Detector 
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1 INTRODUCTION 

An Adaptive Front Lighting System (AFS) is a feature found in some vehicles that adjusts the direction and 

intensity of the headlights based on the driving conditions. This can include steering angle, vehicle speed, and 

oncoming traffic. The goal of AFS is to improve visibility for the driver and increase safety by illuminating the 

road ahead more effectively. Some AFS systems also include automatic high-beam control, which can turn the 

high-beams on and off as needed to avoid blinding other drivers. 

 

     This paper analyses the detection techniques that can be used in the implementation of adaptive headlamps 

and presents the application of machine learning algorithm to predict fast and accurate object detection. In this 

case, the algorithm needs to quickly detect oncoming vehicles and adjust the beam pattern accordingly to avoid 

blinding other drivers. The study contributes to the state of the art in this field by highlighting the advantages of 

machine learning- based approaches and offering insights into their practical applications.  
 

To define how the lighting system operates as an AFS. The system provides beams with differing 

characteristics to adapt automatically to varying conditions. AFS contains the following classes of low beam: 

Class C - Country/Neutral, Class V- City/Town and Class    E-Motorway and AW - Adverse Weather. Country 

light (Class C) is defined as the standard low beam (low beam pattern) that is currently used on the vehicles. 

City light (Class V) is activated to allow greater visibility whilst driving in city traffic conditions and to more easily 

identify other road users such as pedestrians and cyclists, whilst reducing glare to oncoming vehicles.  

Class E, Motorway light enables the driver to be more focused on far vision and reduce distractions caused by 

excessive light at the sides of the vehicle. These beam patters are displayed in Figure 1- 4. [10] 

 

 

Figure 1: Country Light (Class C) 

 

Figure 2: City/Town Light (Class V) 
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Figure 3: Motorway Light (Class E) 

 

 

Figure 4: Adverse Weather Mode (Class AW) 

2 CURRENT STATE OF TECHNOLOGY IN ADB RESEARCH 

In the realm of adaptive driving beam headlights, there has been a significant amount of research and 

development focused on the design and implementation of these systems. Currently, ADB technology is 

available in many vehicles in Europe, Asia and the Middle East. These systems have shown to improve driver 

visibility and reduce risk of dazzling other drivers. However the implementation of algorithms in the context of 

ADB poses several challenges including the requirement for large amounts of training data,  the need for robust 

and reliable algorithms, and its ability to operate effectively in real world scenarios. 

 

     The research is focused on the development of fast, accurate and efficient algorithms for detecting and 

tracking other vehicles on the road, in real-time. Adaptive Driving Beam (ADB) Headlight detection algorithm is 

a crucial component of ADB technology. It uses input from cameras, sensors, and other information to determine 

the presence of other vehicles and adjust the beam pattern accordingly. The proposed algorithm operates in 

real-time, detects objects quickly with excellent accuracy, and adapts smoothly to changing road conditions. As 

a result of this, we will be able to determine the optimal beam pattern that provides clear visibility to the driver 

while minimizing glare for oncoming traffic. 

3 ADAPTIVE DRIVING BEAM (ADB) HEADLIGHTS 

Adaptive driving beam (ADB) headlights are a type of advanced lighting system that can automatically adjust 

the beam pattern of a vehicle's headlights to improve visibility and safety while driving. Detection techniques 

used in ADB headlights include: 
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1. Camera-based detection: A camera is mounted on the front of the vehicle and is used to detect the 

presence of other vehicles, pedestrians, and other obstacles in the road ahead. The camera feeds this 

information to the ADB system, which can then adjust the beam pattern of the headlights accordingly. 

2. Radar-based detection: A radar sensor is mounted on the front of the vehicle and is used to detect the 

presence of other vehicles, pedestrians, and other obstacles in the road ahead. The radar sensor feeds 

this information to the ADB system, which can then adjust the beam pattern of the headlights accordingly. 

3. Lidar-based detection: A lidar sensor is mounted on the front of the vehicle and is used to detect the 

presence of other vehicles, pedestrians, and other obstacles in the road ahead. The lidar sensor feeds 

this information to the ADB system, which can then adjust the beam pattern of the headlights accordingly. 

4. Ultrasonic-based detection: Ultrasonic sensors are mounted on the front of the vehicle and are used to 

detect the presence of other vehicles, pedestrians, and other obstacles in the road ahead. ADB can then 

adjust the beam patterns of the headlights based on the information supplied by the ultrasonic sensors.  

   Overall, the goal of these detection techniques is to automatically adjust the beam pattern of the headlights 

to provide the best possible visibility while minimizing glare for other road users. The system architecture of 

adaptive driving beam (ADB) headlights typically consists of several main components: 

1. Sensor module: This module includes one or more sensors such as cameras, radars, lidars, or ultrasonic 

sensors, which are mounted on the front of the vehicle. These sensors are used to detect the presence 

of other vehicles, pedestrians, and other obstacles in the road ahead. 

2. Processing module: This module receives the data from the sensor module and processes it to determine 

the location, speed and trajectory of the detected objects. The processed data is then passed to the 

control module. 

3. Body Control module: This module receives the processed data from the processing module and uses it 

to control the beam pattern of the headlights. It can adjust the beam pattern to avoid shining light on other 

road users and to provide the best possible visibility for the driver. 

4. Actuator module: This module receives the control signals from the control module and adjusts the 

position of the headlights accordingly. 

5. Communication module: This module facilitates communication between the different components of the 

ADB system, as well as with other systems in the vehicle such as the vehicle's onboard computer. 

6. Human Machine Interface (HMI): This module allows the driver to interact with the ADB system, such as 

turning it on or off or adjusting the settings. 

7. Object Detection Algorithm: This module is responsible to detect the object using the sensor data, it could 

be using YOLO [4], or any other algorithm to detect the objects on the road. 

8. Power Management module: This module is responsible to manage the power consumption of the ADB 

system and ensure that it doesn't drain the vehicle's battery. 

Overall, the goal of the logical architecture of ADB headlights is to provide the driver with the best possible 

visibility while minimizing glare for other road users by using sensor data, processing it and adjusting the beam 

pattern accordingly. 

3.1 ADB Operation Mode 

ADB mode will become operative under these conditions. 
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Table 1: ADB Operation Mode Condition 

 

Style Tag City Light Country Light Motorway Light Adverse Weather 

Mode 

ADB Operative x  x  

4 VEHICLE DETECTION TECHNIQUES 

To ensure optimal performance, adaptive headlamps must be able to detect and track targets. Detection 

involves identifying an object within the frame, while tracking involves using information from previous frames, 

such as size, shape, and direction, to predict the object’s position in subsequent frames. This method is 

preferred as it reduces the computational demands of repeatedly detecting the object in each frame. However, 

it is important to note that simultaneous detection and tracking can result in failure, as it is heavily reliant on the 

characteristics of the target. Nevertheless, a tracking algorithm can still predict the next position based on the 

previous frame’s information on speed and vehicle position. This section will examine various techniques used 

in object detection, as shown in Figure 5. 

 

 

Figure 5: Vehicle Detection Techniques 

An object or vehicle detection method entails outlining the area of interest, extracting characteristics, and 

categorization. There are different ways to detect vehicles in videos, such as models based on appearance or 

motion [2]. Appearance model detection relies on factors like color, size, or shape, while motion-based detection 

compares the movement of objects to the background. Appearance based models use prior knowledge to 

distinguish the foreground from the background. Various classifiers like SVM, deep-learning based models like 

R-CNN, Fast R-CNN, or regression techniques like YOLO, SSD can be used to detect vehicles.  

There are several machine learning techniques that can be used for road object detection, including: 

1. Convolutional Neural Networks (CNNs): These are a type of deep learning algorithm that can be used to 

automatically extract features from image data. They are often used in object detection tasks, such as 

detecting cars, pedestrians, and traffic signs in road images. 

Vehicle Detection 
Techniques

Deep Learning 
Model-Region based

SPN.Net

Faster R-CNN

Region based 
Convolutional Neural 
Network- (R-CNNs)

Deep Learning 
Model-Regression 

based

You Only Look 
Once(YOLO)

Single Shot MultiBox 
Detector (SSD)



6 

2. Region-based CNNs (R-CNNs): These are a type of CNN that are used to identify objects within a specific 

region of an image, rather than the entire image. R-CNNs have been used in road object detection to 

detect cars, pedestrians, and traffic signs. 

3. You Only Look Once (YOLO): This is a real-time object detection algorithm that can detect multiple objects 

within an image. YOLO has been used in road object detection to detect cars, bicycles, and pedestrians  

4. Single Shot MultiBox Detector (SSD): This is another real-time object detection algorithm that can detect 

multiple objects within an image. SSD has been used in road object detection to detect cars, bicycles, 

and pedestrians. 

5. Faster R-CNN: This is an object detection algorithm that is faster than R-CNN by using a technique called 

Region Proposal Network (RPN) to detect objects. 

6. RetinaNet : this is another object detection algorithm that is similar to Faster R-CNN and it uses a 

technique called Focal Loss to address the issue of class imbalance. 

7. Deep Learning based Object Detection using YOLOv3: This is an object detection algorithm that uses 

deep learning to detect objects within an image. YOLOv3 is known for its real-time object detection 

capability [4]. 

Region-based deep learning methods, such as RCNN, can be time-consuming and repetitive. While SPP-

Net offers efficiency, it also requires multiple layers which can add to the time consumption. Faster RCNN 

attempts to address this issue, but it may not perform as well when detecting objects with changing shapes [5]. 

This can be concern for adaptive headlamp systems, where the speed and shape of the objects are constantly 

changing. In contrast, regression-based models like YOYO and its variants have demonstrated high 

performance and are well-suited for object detection in adaptive headlamps.  

YOLO (You Only Look Once) is a real-time object detection algorithm created by Joseph Redmon and Ali 

Farhadi that uses convolutional neural networks (CNN) to detect objects in image and videos. It works by 

dividing an image into grid of cells and predicting the presence of objects within each cell. Each cell is 

responsible for predicting a set of bounding boxes around objects and the class of the object within those 

bounding boxes. This can detect multiple objects in an image and can classify them into different classes. One 

of the key advantages of YOLO algorithm is its speed. It can process images and video in real-time and is 

capable of detecting objects at a high frame rate. This makes it suitable for use in applications such as self-

driving cars, security cameras, and other systems that require real-time object detection. Overall, YOLO is a 

powerful object detection algorithm that can be used in a variety of applications due to its speed, accuracy and 

ability to detect multiple objects and classifying them into different classes. 

5 OBJECT DETECTION EXPERIMENT 

YOLO 3  real-time object detection algorithm in Figure 6 that detects multiple objects within an image has been 

used in road object detection to detect cars, bicycles, and pedestrians in this study After obtaining the 

knowledge through the analysis of the training set, we test our network by going through a few night drives to 

ensure our model has good detection accuracy and performance during night conditions. We also carried out 

drive testing in adverse weather conditions to check the performance of the model.  As shown in Figure 7, our 

system creates multiple vehicle candidates, predicts vehicle probabilities, and coordinates with good average 

accuracy with 0.86. Object detection probability score is shown in Figure 8. 
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Figure 6: Deep Learning based Object Detection using YOLOv3 for Vehicle detection on UK Motorway for ADB operation. 

 

Figure 7: Vehicle detection on UK Motorway (M40) during night drive for ADB operation. 

 

Figure 8: Object detection probability score during night drive for ADB operation. 
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6 CONCLUSION 

There has been significant amount of research conducted in the field of object detection and various 

methodologies have been developed. However, there are few studies that have applied deep learning to 

investigate Adaptive Drive Beam (ADB) technology, which uses automated beamforming to control headlight 

direction. The limitations of existing models are discussed in section 4. The results presented show that a 

specific algorithm has been chosen to detect objects for ADB operation in vehicles. This algorithm performs 

well under all conditions, particularly low-light situations. Additionally, real time-data is used to simulate night 

driving scenarios using this algorithm. The result and accuracy plot in Figure 6 demonstrate that this algorithm 

is highly effective for ADB operation in all conditions.  
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