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Abstract: Security issues like Distributed Denial of Service (DDoS) attacks are becoming the main threat for 

Software-Defined Networking (SDN). Controller placement is a fundamental factor in the design and 

planning of SDN infrastructure. The controller could be seen as a single dot of failure for the whole SDN 

and it's the alluring point for DDoS attack. Single controller placement implies a single point of SDN control. 

So, there is a very high chance to fail the entire network topology as the controller associated with all 

switches. As a result, legitimate clients won't have the capacity to use SDN services. This is the reason why 

the controller is the suitable center dot of attack for the aggressor. To protect SDN from this type of single 

purpose of failure, it is essential to place multiple smart backup controllers to guarantee the SDN operation. 

In this paper, we propose a novel Integer Linear Programming (ILP) model to optimize the security issue by 

placing powerful smart backup controller. Result obtained from the simulation shows that our proposed 

novel ILP model can suggest single or multiple smart backup controller placement to support several 

ordinary victim controllers which has the capacity to save the cost of multiple ordinary controllers by sharing 

link, maximum new flows per second of controller and port, etc. 

Keywords: Smart Backup Controller Placement; SDN Design; DDoS Attack-Aware; Cloud Network Security 

 

 1. Introduction 

Software-Defined Networking (SDN) innovation is a novel way to deal with cloud computing, 

data center, Internet of Things (IoT) and telecommunication network to enhance network 

performance and observing network management centrally. SDN recommends unifying network 
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intelligence in one system segment by disassociating the sending procedure of data packet (Data 

Plane) from the routing procedure (Control plane). The control plane comprises one or multiple 

controllers which are considered as the cerebrum of SDN. SDN engineering may empower, 

encourage, or improve network-related security applications because of the controller's focal 

perspective of the network system, and its ability to reconstruct the infrastructure plane at any time. 

Before SDN was started, the objective to make a programmable systems administration framework 

had for a broad time been considered, for example, the researchers in [1-8], maintained quick 

programmable information taking care of. 

The abilities of SDN, including programming-based [9-14] activity, unified control, centralized 

view of the system, dynamic refreshing of sending rules, make it less demanding to distinguish and 

respond to Distributed Denial of Service (DDoS) attack. But the potential DDoS vulnerabilities exist 

over the SDN platform [15]. DDoS attacks are an endeavour to make a machine or network system's 

resource inaccessible to its legitimate clients. DDoS attacking traffic is sent by two or many people or 

using thousands of bots [16]. In order to commence a functional DDoS attack, digital aggressors 

generally capture a system like PCs or web associated devices, which is familiar as a botnet. The 

attacker can enrol numerous machines on the grounds that numerous machines are promptly 

vulnerable [17]. The controllers could possibly be viewed as a single point of failure risk for the whole 

SDN infrastructure, so is considered an attractive target for DDoS attack [15]. Single controller 

placement means a single point of control and management of the SDN operation. But there is a high 

risk to fail the whole network topology as the controller connected to all switches. If the controller 

become malfunction all the switches connected to that particular controller will be malfunction. So, 

the legitimate users will not be able to get the services. This is why the controller is the attractive 

point of attack for the attacker. To avoid this type of devastating single point of failure risk of SDN 

infrastructure, it is essential to place multiple smart backup controller to ensure the SDN service 

under DDoS attack. The main benefit of multiple smart backup controllers to keep uninterrupted 

service for the legitimate user. If the first smart backup controller become overloaded or 

malfunctioned due to huge DDoS attack traffic, the second or third smart controller will take the 

responsibility of the victim smart backup (1st) controller illustrated in figure 1. During the support 

of the 2nd or 3rd smart backup controller, the 1st smart backup controller will be able to refresh and 

start work again.  

 
Figure 1. Functions of Multiple Smart backup controllers 
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The same refresh cycle will work for all smart backup controller vice versa. Thus, the service will 

be more secured and uninterrupted. But the cost will be higher to place many smart controllers. It is 

necessary to minimize the total cost. Though a powerful controller is expensive but multiple smart 

backup controllers can share the maximum new flows per second and port of each other. It will save 

the cost of the extra controller, extra link, extra bandwidth, and extra manpower. It is suitable where 

the frequencies of attack are very high. DDoS attacking tools becoming more sophisticated, more 

frequent, more powerful day by day [18]. It is going very difficult to trace and defend the attacker. 

Centralized management and programmability are the main features of the SDN controller. So, if the 

controller fails by an attack it will act as a centralized vast failure. To protect SDN operation from this 

type of failure we have to place multiple smart backup controllers which is the key point to provide 

continuous network operation. However, multiple controllers are costly but one powerful backup 

controller is cheaper in cost. For example, there are different costs for both software and hardware 

controller. Every software controller must install in a hardware controller. So, if any investor needs 

10 software controllers, he must buy 10 hardware controllers to run those controllers. But if there one 

powerful software controller can install on single powerful hardware controller the cost of 9 software 

and 9 hardware controllers will be saved. So, if the software controller cost is $6,500 and the hardware 

controller cost is $5,000, the total cost will be $11,500. For 10 software and 10 hardware controller it 

will cost 11,500x10 = $115,000. If one powerful controller cost is $30,000 the ultimate savings will be 

$85,000. The market price varies from vendor to vendor like HP Aruba VAN SDN Controller Base 

Software with 50-node E-LTU (J9863AAE) $ 9,619 [19] but NEC ProgrammableFlow PF6800 

OpenFlow controller is $75,000 [20]. 

 
Figure 2. Powerful Smart Backup Controller is supporting multiple ordinary controllers 

In Fig. 2 it has been illustrated that a DDoS attacker is sending commands to several controllers 

via a botnet. Due to the huge number of DDoS traffic [21,22], several controllers have become 

malfunctioned. But a powerful backup controller takes over the responsibility of victim controllers 

to provide continuous operation for the legitimate SDN user. To minimize the cost, it is sharing the 

Maximum new flows per second, port, link bandwidth of the victim controller. 
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Multiple smart backup controllers will increase the total cost of SDN planning. So how many 

smart backup controllers need to place and where to place those controllers are critical issues. The 

Ultimate objective of this paper is to provide continuous SDN service under DDoS attack by placing 

a smart backup controller during SDN infrastructure planning. The smart backup controller has the 

capacity to save the cost of multiple controllers by sharing links, Maximum new flows per second, 

and port. If it is required to place 10 controllers, the investor must pay for 10 links with huge 

bandwidth, 10 processors or servers, and definitely, huge manpower cost to install. But when one 

powerful smart controller will share a link, maximum new flows per second by processor and port, 

so it is saving the extra link cost to multiple controllers, bandwidth cost, and manpower cost-

effectively. That’s why it is practically cost-effective. As of now, there is no single SDN [23-25] 

regulator that has the ability to give sufficient conveys security, vigor, and versatility benefits all the 

while [26].    

In section 2 we presented related work. Smart backup controller placement ILP formulation 

model introduced in section 3. Section 4 contains results and diagram from the proposed model, in 

section five we furnished future direction and finally, we conclude this paper in section six. 

 2. Related Works 

A static SDN controller placement can't acquire a productive accomplishment in scattered and 

dynamic networks. A single or haphazard controller placement may not be achievable in Controller 

Placement Problem (CPP) and careful designing is of the pith to locate a fitting balance among the 

measurements [27]. In [28] developed a structure that deals with a movement of controller plan issue 

from crucial to perplexed use cases. To improve the control limit, given a proof-of-thought use of a 

multi-controller edge structure and measure traffic deferral and overheads. Be that as it may, their 

results reveal the affectability of deferral to the zone of controllers and the degree among controller 

and controller center overheads [29]. In [30] thought about the issue of adding some additional 

controllers to the association to assemble its adaptability to centered attacks. For that, they introduced 

a special headway model for handling the associated controller circumstance issue. Various 

controllers furthermore accomplish a couple of troubles where ideal CPP is a customary issue [31-

40]. For instance, to ensure network flexibility, it is missing to just grow the number of controllers or 

aimlessly setting the controllers wherever as an attractive execution can't be refined [37]. This infers 

different controllers should be suitably situated in fitting zones to meet a couple of necessities and 

this action included association allotting [31], [39], [41]. In light of everything, allocating association 

into various control territories to achieve extraordinary association execution can introduce a couple 

of challenges than predicted with respect to the reliability, load balancing, latency, computation time, 

etc. [31], [39]. [42] proposed a Steiner tree-based between controller dormancy model, a multi-target 

number direct program is acquainted with reason the controller position updating (a) 

synchronization cost in dissatisfaction free circumstances, and, (b) strength against single-interface 

disillusionment.  

[43] proposed that the CPP can be changed into a Controller Selection Problem (CSP). They just 

select the controller based on the QoS requirement of flow. It’s not for the SDN planning stage it’s for 

SDN operational stage: where to forward the data via which controller via a switch. In [44] introduces 

the utilization of interdependence network analysis to think about the controller placement for 

network strength, outlines another flexibility metric, and proposes an answer for enhancing 

versatility. Authors in [45] propose a non-zero-entirety-based diversion theoretic plan which can be 

utilized as a part of a dispersed way at every dynamic SDN controller. In [46] proposed a controller 

arrangement technique for a Wide Area Network (WAN), whose goal is to limit the average latency. 

The focal thought is to parcel the WAN into littler areas by utilizing a spectral clustering algorithm 

and appoint a controller to every domain. In [47] proposed RTZLK-DAA SDN controller placement 

Algorithm and ILP model to confront DDoS assaults by setting reinforcement controller at suitable 

hubs to guarantee the support of authentic SDN clients stayed continuous. But their proposed model 

cannot support several victim controllers by a powerful smart backup controller. A linear 

programming model for the layout of controller that restricts the expense of the association with an 
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upper bound on latency is proposed in [48]. In [49] proposed a methodology that adjusts the number 

and area of the controllers with changing system conditions. [50] proposed a capacitated next 

controller arrangement in SDN that maintain a strategic distance from detachments, rehashed 

regulatory intercession, and extraordinary increment in the most pessimistic scenario inertness if 

there should arise an occurrence of controller disappointments.  

Authors in [51] propose a novel placement metric for sending different controllers that measures 

the cost when controllers with restricted limit handle ask for messages from switches. [52] Inspects 

the impact of DDoS attacks on the SDN controller and the way it can debilitate controller resources. 

In [53] proposed a multi-line SDN controller planning algorithm dependent on the time cut 

designation procedure identified with regulator arrangement in SDN. By assault traffic, assault scale, 

and timetables [54] address recognition of DDoS assault in cloud administrations. All things 

considered, their proposed calculations are the simply link to identify assaults that made the 

controller glitch which brought about the interferences of administration. [55] Presented pSMART, a 

lightweight, security-mindful help work chain coordination in a multi-space NFV/SDN circumstance, 

which can't uphold during the immense volume of DDoS assault traffic. Authors in [56] analyzed 

various machine learning methods that can be utilized to deal with the issues of interruption and 

DDoS attacks to SDN. In [57] provided some SDN supported systems against DDoS attack in 

customary network systems. An efficient review of different SDN self DDoS dangers is then 

presented. The author in [58] discussed SDN specific centralization creates scalability problems in 

large network environments. [59] proposed a hypothetical concept of smart controller placement for 

SDN architecture. [60] Studied the SDN controller circumstance issue for single-interface and multi-

associate frustrations, exclusively. For single-interface disillusionments, they developed a heuristic 

computation to address the controller position issue. For multi-interface disillusionments, the 

familiar the Monte Carlo Simulation with reducing the computational overhead. Authors in [61] 

presented a theoretical model of SDN-UAV-EV engineering to execute SDN with Unmanned Aerial 

Vehicle (UAV) and self-driving Electric Vehicle (EV) utilizing Satellite which is savvy for satellite 

connection spending plan and SDN design. SDN will apply future applications, for example, voice 

over IP (VoIP) [62-64]45-47] fibre optic [65-67], overall interoperability for Microwave Access 

(WiMAX) [68-70] 51-53], Information-Centric Networking (ICN) [71-74] and artificial intelligence (AI) 

[75]. Authors in [76] analysed the controller placement model to decrease the effect of DDoS attacks, 

which is created by accepting a speculative network in Malaysia. 

The above works neither considered multiple smart backup controllers placement under DDoS 

attack nor maximum new flows per second and port sharing of multiple smart backup controller to 

reduce cost.  

3. Smart Controller Placement Problem Formulation Model   

Five important parameters are, namely,  

(1) Number of controllers where each of them may be shared with a smart backup controller 

based on attack frequency. 

(2) The maximum number of packet requests controller or smart backup controller can 

handle per second. 

(3) The range and the bandwidth availability for each link type to be connected between the 

controllers and the switches.  

(4) The quantity of traffic that needs to send from the switch to the controller. 

(5) The variety of maximum latency for wireless and copper wire communications. 

The following notations are used in the formulation of our proposed SDN model. 

3.1. Notation 

3.1.1.   Sets of the model 

B = {b1, b2, b3, ……}, set of smart backup controller of type (b∈B) that will be installed if DDoS attack 

occur on any controller. 

λb : Number of ports of smart backup controller of type (b∈B). 
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μb : Maximum new flows per second of the smart backup controller of type (b∈B). 

γ b : Cost of the smart backup controller of type (b∈B). 

ρb : Different types of the available smart backup controller of type of (b∈B) to install.       

C = {c1, c2, c3 …..}, set of a controller of type of controller (c∈C) that will be installed in SDN with the 

following property: 

λc : Number of ports of controller (c∈ C). 

μc : Maximum new flows per second of the controller of type (c∈ C). 

γc : Cost of the controller of (c∈ C). 

ρc: Different types of the available controller (c∈C) to install.     

δ = {s1, s2, s3 …….}, set of switches type (s∈δ) that will connected to the controller. 

- φs : The number of available packets that do not match on the switch’s (s∈δ) flow table and 

that are sent to the installed controller to process. 

ζ = {l1, l2, l3….}, set of Link type of (l∈ζ) connect controller and switch based on: 

- ψl / Mbps: Bandwidth of the link type (l∈ζ) in byte. 

- ωl / meter Cost of the link of type (l∈ζ) based on the bandwidth type. Cost calculated in US$ 

per meter. 

η = {n1, n2, n3, n4, n5, n6, n7……. nN}, set of the given node where controller are placed. 

𝑫𝑫𝒐𝑺𝜂  = {1, 2, 3…}, set of possible attack on installed controller on node (n∈η). The 

characterized recurrence of DDoS attacks is going from 0 to 3 where 0 speaks to no assault. 

1, 2, 3 mean low, medium, high recurrence of attack separately. The model will place the 

savvier backup controller in the accompanying situations:  

(1) Network activities that require high accessibility, for example, military, medical, 

banking, and data center. or then again/and  

(2) Those nodes which encountering a higher recurrence of the attack. 

3.1.2. Constants 

θc/b: Packet size in byte to be processed via controller type of (c∈ C) or smart backup controller 

type of (b∈B).  

ξ : Speed of light to calculate the latency in wireless communication.  

𝐑𝐚𝐧𝐠𝐞𝐚𝐛: The space between two places ‘a’ to ‘b’. It’s the space between either two controllers, 

controller to switch or smart backup controller to ordinary controller. 

π : Function to convert Mbps or Gbps in byte.  

𝛋𝐜 𝐚𝐧𝐝 𝒃Processing time for the controller type of (c∈C) and smart backup controller type of 

(b∈B). 

𝛎 (𝐖𝐢𝐫𝐞𝐥𝐞𝐬𝐬𝐂𝐨𝐦): Maximum allowable latency using wireless communication. 

𝛎 (𝐂𝐨𝐩𝐩𝐞𝐫𝐖𝐢𝐫𝐞𝐂𝐨𝐦): Maximum latency using copper wire communication. 

3.1.3. Decision Variables of the SDN Model under DDoS attack   

Tcn  : 1, only in the case of when, the model placed a controller (c∈C) at node (n∈η), all other 

cases 0. 

T𝐛𝐧: 1, only in the case of when, the model placed a smart backup controller of type (b∈B) at 

sharing node (n1∈η or n2∈η etc), all other cases 0.    

𝐙𝐬𝐧
𝐥 : 1, only in the case of when, a link (l∈ζ) is associated between switches type of (s∈δ) and 

the model placed a controller on the node (n∈η), all other cases 0. 

𝐑𝐧𝐦
𝐥 : 1, only in the case of when, a controller location (n∈η) is associated to the controller 

location (m∈η) with a link type (l∈ζ), all other cases 0 

𝐑𝐜𝐛
𝐥 : 1 if multiple controller (c1∈C, c2∈C, etc) are connected to Smart Backup Controller (b∈B) 

with multiple links type (l∈ζ), all other cases 0. 

3.2. Cost Functions 

       The objective of this mathematical model is to minimize the total cost of SDN by placing multiple 

smart backup controller, which will share the Maximum new flows per second of multiple controllers 

under DDoS attacks. Cost depends on the number and types of the controller (Costc (Tc)) installed in 



AETiC 2020, Vol. 4, No. 5 81 

www.aetic.theiaer.org 

SDN, smart backup controller placement respect to the number and frequency of DDoS Attack 

(Costb (Tb)), and type of link connected controller to controller (Costζ (R)) and switches to the 

controller (Costζ(Z)) and Costζ (𝑅𝑏) link between controller to the smart backup controller in SDN.  

Costc (Tc) = ∑  𝛄c
𝑐∈C  ∑ 𝐓𝐜𝐧  𝑛∈η                                                                                                                       (1) 

Costb (Tb) = ∑  𝛄b
𝑏∈𝐵  ∑ 𝐓𝐛𝐧𝑛∈η                                                 (2) 

Costζ (Z) = ∑  𝛚𝒍
𝑙∈𝜻 ∑ ∑ Range𝒔𝒏 𝑛∈η𝑠∈𝛿  𝒁𝒔𝒏

𝒍                   (3) 

Costζ (R) = ∑  𝛚𝒍
𝑙∈𝜻 ∑ ∑ Rangem𝒏  𝑹𝒏𝒎

𝒍
𝑛∈η
m<n

𝑚∈η                    (4) 

Costζ (𝑅𝑏) = ∑  𝛚𝒍
𝑙∈𝜻 ∑ ∑ Range𝒏𝒃 𝑹𝑐𝑏

𝒍
𝑏∈𝐵𝑛∈η                   (5) 

3.3. The SDN Model   

       The number of the required smart backup controller depends on the availability of network 

requirements and the probability of frequency of DDoS attacks on the SDN controller. The 

mathematical model for the DDoS attack-aware smart backup controller placement planning can be 

modelled as follows. 

3.3.1. Objective Function 

Minimize 

𝐂𝐨𝐬𝐭c (𝐓c) + 𝐂𝐨𝐬𝐭b(𝐓b) + 𝐂𝐨𝐬𝐭ζ(𝐙) + 𝐂𝐨𝐬𝐭ζ (𝐑)+ 𝐂𝐨𝐬𝐭ζ (𝑹𝒃) 

3.3.2. Subject To 

∑ 𝐓𝐛𝒏𝒃∈𝑩  ≥   𝐃𝐃𝐨𝐒𝒏   (𝒃 ∈ 𝑩, 𝒏 ∈ 𝛈)                                                                                                          (6) 

∑ 𝛍𝐜𝐧
𝒄∈𝐂 𝐓𝒄𝒏 + ∑  𝛍𝐜𝐨

𝒄∈𝐂 𝐓𝒄𝒐  ≤   ∑  𝛍𝒃
𝒃∈𝐁 𝐓𝐛𝛈(𝒏 ∈ 𝛈)                                                                            (7) 

∑ 𝛌𝐜𝐧
𝑐∈C 𝐓𝒄𝒏 + ∑  𝛌𝐜𝐨

𝑐∈C 𝐓𝒄𝒐  ≤   ∑  𝛌𝐛
𝑏∈B 𝐓𝐛𝛈(𝑛 ∈ η)                                                                     (8) 

The above constraint (6) is calculating the frequency of attack or number of attacks to place a 

powerful smart backup controller.  

This constraint (7) will ensure the powerful backup controller’s Maximum new flows per second 

is higher than the number of the affected controller. It will share the backup controller’s Maximum 

new flows per second to another backup controller. 

Powerful backup controller’s port is sufficient enough to support multiple affected controller’s 

ports. Constraint (8) is essential to share the backup controller’s port with another backup controller’s 

port. 

∑  𝛍𝒃
𝑏∈B 𝐓𝐛𝛈 ≥  ∑ 𝛍𝐜

𝑐∈C 𝐓𝒄𝒏(𝑛 ∈ η)                                                                                                      (9) 

The Backup controller’s maximum new flows per second must be more than the affected 

controller.  

∑  ∑  

𝑛∈η𝑏∈B

𝐓𝐛𝛈 ≥  𝐓𝐛𝛈(𝑏 ∈ 𝐵, 𝑛 ∈ η )                                                                                                              (10) 

Multiple backup controllers will install if it is necessary on any node based on maximum new 

flows per second and port.  

∑  𝐥𝛜𝐋 𝑹𝒄𝒃
𝒍 =   𝐓𝐛𝒏 (𝑛 ∈ η, 𝑏 ∈ 𝐵 )                                                                                                                   (11)  

Exactly one link via wired or wireless communication will ensure the communication between 

the controller and backup controller under DDoS attack. 

Next, the latency of the backup controller varies from wireless communication to copper wire 

communication. Latency also varies for the range of two nodes of SDN. The maximum latency of the 

backup controller must be smaller than the required latency. 
𝟐𝛉𝐛

𝛙𝒍 𝒁𝒔𝒏
𝒍 + ∑  𝑏∈𝐵

𝟐𝐑𝐚𝐧𝐠𝐞𝐜𝐛

𝛏
𝐓𝐛𝛈 + 𝛗𝐬𝐓𝐛𝛈 ≤  𝛎(𝑛 ∈ η, 𝑠 ∈ 𝛿, 𝑙 ∈ 𝜁 )                                                    (12) 

The maximum latency of the controller must be smaller than the required latency. The latency 

for the controller also varies from wireless communication to copper wire communication. 

The number of backup controller placements shall be not more than the number of inventories 

of backup controllers.  
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∑  𝑏∈𝐵 𝐓𝒃𝒏 ≤   𝛒𝒃(𝑛 ∈ η)                                                                                                                     (13) 

 The model will check the availability of the controller before placement using this constraint. 

∑  𝑐∈C 𝐓𝒄𝒏 ≤   𝛒𝐜 (𝑛 ∈ η)                                                                                                       (14) 

Only one controller will be installed in each node to optimize the total SDN cost.    

∑  𝑐∈C 𝐓𝒄𝒏 ≤ 𝟏 (𝑛 ∈ η)                                                                                                       (15) 

A controller is connected to a switch with only one link.   

∑  ∑  𝑛∈η𝑙∈𝜻 𝒁𝒔𝒏
𝒍  =   𝟏 (𝑠 ∈ 𝛿)                                                                                                (16) 

A fully connected network or complete topology will be the topology for this SDN. It depends 

on the SDN planner. It will connect the controller to the controller [11].  

∑  𝑐∈C 𝐓𝒄𝒎  + ∑ 𝐓𝒄𝒏𝑐∈C  ≤   ∑ 𝑹𝒏𝒎
𝒍

𝑙∈𝜻  + 𝟏 (𝑛 ∈ η, 𝑚 ∈ η, 𝑚 > 𝑛)                                               (17) 

The following constraint ensures that the number of switch and controller must be less than the 

available port on the controller.  

∑  𝐦𝛜η ∑ (𝑹𝒏𝒎
𝒍 + 𝑹𝒎𝒏

𝒍 ) + ∑  ∑  𝑙∈𝜻𝑠∈𝛿 𝒁𝒔𝒏
𝒍

𝑙∈𝜻   ≤ ∑ 𝛌𝐜
𝑐∈C 𝐓𝒄𝒏 (𝑛 ∈ η)                                       (18) 

The bandwidth of the link must be available based on the required bandwidth in order to 

communicate between switch and controller. This constraint will convert the data packets into bytes. 

∑  𝑠∈𝛿 𝛗𝐬𝛉𝐜/𝐛 ≥ ∑ 𝛑 𝑐∈C 𝛙𝒍𝒁𝐬𝛈
𝒍  (𝑛 ∈ η)                                                                                   (19)  

The following constraint will check the maximum new flows per second of the controller to 

handle the data from switches.  

∑  ∑  𝑠∈𝛿 𝛗𝐬
𝑙∈𝜻 𝒁𝐬𝛈

𝒍 ≤   ∑  𝛍𝐜
𝑐∈C 𝐓𝒄𝜼 (𝑛 ∈ η)                                                                                       (20) 

The data used in the computation are tabulated in Table 1, Table 2, Table 3, Table 4, Table 5, and 

Table 6. The cost of the controller, backup controller, and bandwidth are hypothetical (average) 

because there are many different vendors such as HP Aruba VAN SDN Controller1, Huawei Agile 

Controller2,  Cisco Open SDN Controller3, etc. with different pricing. with the input data from. 

Table 1. Controller Type and Parameters  

Controller Type λc μc γc ρc 

C1 8 7250 $4000 20 

C2 32 8000 $7500 15 

C3 24 9000 $5419 10 

Table 2.   Powerful Smart Backup Controller Type and Parameters 

Smart Backup Controller Type λb μb γb ρb 

BC 1 72 4500 $3750 2 

BC 2 50 18000 $7800 2 

BC 3 12 15000 $8450 2 

Table 3. Type of Link and Cost 

Link Type ψl /Mbps ωl /meter 

l1 10000000 $0.25 

l2 200000000 $0.63 

l3 10000000000 $29 

Table 4. Switch Types and Data Size 

Switch type φs 

S1 2000 

S2 8000 

S3  7000 

Table 5. Other Constant Data 

Constant Type Data 

θc/b 500 byte 

ξ 299792458 m/s 

𝑹𝒂𝒏𝒈𝒆𝛅𝜼 100m 

                                                            
1HP Aruba VAN SDN Controller, https://marketplace.hpe.com/ (accessed on 07 July 2020). 
2Huawei Agile Controller, http://itprice.com/huawei/agile-controller-56/ (accessed on 07 July 2020). 
3Cisco Open SDN Controller, https://www.cisco.com/c/en/us/support/cloud-systems-management/open-sdn-controller/series.html 

(accessed on 07 July 2020). 

https://marketplace.hpe.com/
http://itprice.com/huawei/agile-controller-56/
https://www.cisco.com/c/en/us/support/cloud-systems-management/open-sdn-controller/series.html
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𝑹𝒂𝒏𝒈𝒆𝒎𝜼 100m 

𝑹𝒂𝒏𝒈𝒆𝒄𝒃  1m 

π 1/8 

𝛋𝐜 𝐚𝐧𝐝 𝒃 0.000001 ms 

𝛎 (𝑾𝒊𝒓𝒆𝒍𝒆𝒔𝒔𝑪𝒐𝒎) 10,000 ms 

𝛎 (𝑪𝒐𝒑𝒑𝒆𝒓𝑾𝒊𝒓𝒆𝑪𝒐𝒎) 300000000000 ms 

4. Experimental Results and Discussion  

Our proposed novel model has been developed using A Mathematical Programming Language4 

(AMPL), it underpins formulation, simulation and development, and IBM ILOG CPLEX5 with Intel 

(R) core (TM) i7–6700 CPU@3.40GHz, RAM 8GB and virtual memory 128GB machine. Our proposed 

model is evaluated in several different scenarios. In Table 6, we present five different most 

representative scenarios.  

The proposed model is evaluated under several frequencies of DDoS attack. We are presenting 

the 5 different DDoS attack scenarios as shown in Table 6. First column is for the scenario serial 

number. Second column for switches (δ), Third column for links (ζ), Fourth column for Input nodes 

(Iη) and nodes (η), Fifth column for controllers (C), Sixth column for available data packet per second 

need to process by controller, seventh column represents the frequency of DDoS attack types such as 

low, medium, high attacks. The last three columns represent the obtained simulation results from all 

various scenario in term of victim controller, the number of powerful backup controller placement 

and total SDN cost in US$ respectively. 

Table 6. CPLEX Solutions: Smart Backup Controller placement under DDoS attack on controller 

S# δ ζ Iη / 

η 

C Packets 

per 

Second  

Frequency of Attack Victim Controller, 

 𝛍𝐜 and 𝛌𝐜 

Smart Backup 

Controller, 

  𝛍𝐛 and 𝛌𝐛 

Cost 

(US$) 

1 3 6 9/2 2 17,000 Two Single attack (1,1) 

at N8 (C3-1a) and N9 

(C3-1a) 

2 (C3-1a, C3-1a), (9000 + 

9000 = 18000), (24 + 24 = 

48) 

(BC2), 18000, 50 26,688.5 

2 3 7 9/2 2 17,000 One single attack and 

one double attack (1,2) 

at N8 (C3-1a) and N9 

(C3-2a) 

2 (C3-1a, C3-2a), (9000 + 

9000 = 18000), (24 + 24 = 

48) 

(BC1), 4500, 72 

(BC2), 18000, 50 

30,438.75 

3 3 8 9/2 2 17,000 Two double attack 

(2,2) at N8 (C3-2a) and 

N9 (C3-2a) 

2 (C3-2a, C3-2a), (9000 + 

9000 = 18000), (24 + 24 = 

48) 

(BC1), 4500, 72 

(BC2), 18000, 50 

34,189 

4 3 8 9/2 2 17,000 One single attack and 

three triple attack (1,3) 

at N8 (C3-1a) and N9 

(C3-3a) 

2 (C3-1a, C3-3a), (9000 + 

9000 = 18000), (24 + 24 = 

48) 

(BC1), 4500, 72 

(BC2), 18000, 50 

(BC3), 15000, 12 

38,889 

5 3 1

0 

9/2 2 17,000 Three triple attack (3,3) 

at N8 (C3-3a) and N9 

(C3-3a) 

2 (C3-3a, C3-3a), (9000 + 

9000 = 18000), (24 + 24 = 

48) 

1 (BC1), 4500, 72 

2 (BC2), 18000, 50 

3 (BC3), 15000, 12 

51,089.5 

The total cost included controllers, Powerful Smart backup controllers, bandwidth, and link’s cost. 

4.1. Scenario 1 

In the second row of Table 6, the input node (Gη) was 9, implying 9 controllers shall be deployed 

at 9 nodes. However, the optimization from our model proposed 2 nodes (η) with 2 controllers (C), 3 

switches (δ), and 6 links (ζ). This result demonstrated a saving of 1 controller and 7 nodes in total.  

The total available data packet per second was 17,000, which can process by 2 controllers. Two Single 

attacks (1,1) at N8 (C3-1a) and N9 (C3-1a) has occurred. The Maximum new flows per second of 2 

controller are (C3-1a, C3-1a), (9000 + 9000 = 18000 packet per second-PPS), and the port are (24 + 24 = 

48). So, the model recommended 1 powerful backup controller (BC2) with 18000 PPS Maximum new 

flows per second and 50 port. Which can support the victim controllers easily. 

                                                            
4A Mathematical Programming Language (AMPL), https://ampl.com/ (accessed on 09 Nov 2020). 
5IBM ILOG CPLEX Optimization Studio, https://www.ibm.com/products/ilog-cplex-optimization-studio (accessed on 03 Oct 2020). 

https://ampl.com/
https://www.ibm.com/products/ilog-cplex-optimization-studio
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Figure 3. Diagram from the scenario 1 

4.2. Scenario 2 

Represents in the third row from Table 6 the input node (Gη) was 9, implying 9 controllers shall 

be deployed at 9 nodes. However, the optimization from our model proposed 2 nodes (η) with 2 

controllers (C), 3 switches (δ), and 6 links (ζ). This result demonstrated a saving of 1 controller and 7 

nodes in total.  The total available data packet per second was 17,000, which can process by 2 

controllers. One single attack and one double attack (1,2) at N8 (C3-1a) and N9 (C3-2a) have occurred. 

The Maximum new flows per second of 2 controller are (C3-1a, C3-1a), (9000 + 9000 = 18000 packet 

per second-PPS), and the port are (24 + 24 = 48). So, the model recommended two backup controllers, 

1 powerful backup controller (BC2) with 18000 PPS Maximum new flows per second and 50 port, and 

1 backup up the controller (BC1) with 4500 PPS and 72 ports. Which can support the victim controllers 

affected by 2 different (one high and one medium) frequencies of DDoS attack. 

 
Figure 4. Diagram from the scenario 2 

4.3. Scenario 3 

The input node (Gη) was 9, implying 9 controllers shall be deployed at 9 nodes. However, the 

optimization from our model proposed 2 nodes (η) with 2 controllers (C), 3 switches (δ), and 6 links 

(ζ). This result demonstrated a saving of 1 controller and 7 nodes in total.  The total available data 

packet per second was 17,000, which can process by 2 controllers. Two double attacks (2,2) at N8 (C3-

2a) and N9 (C3-2a) has occurred. The Maximum new flows per second of 2 controllers are (C3-2a, C3-
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2a), (9000 + 9000 = 18000 packet per second-PPS), and the port are (24 + 24 = 48). So the model 

recommended 2 backup controllers, 1 powerful backup controller (BC2) with 18000 PPS Maximum 

new flows per second and 50 port and 1 backup controller (BC1) with 4500 PPS and 72 ports. Which 

can support the victim controllers affected by 2 different medium frequencies of DDoS attack. 

 
Figure 5. Diagram from the scenario 3 

4.4. Scenario 4  

The input node (Gη) was 9, implying 9 controllers shall be deployed at 9 nodes. However, the 

optimization from our model proposed 2 nodes (η) with 2 controllers (C), 3 switches (δ), and 6 links 

(ζ). This result demonstrated a saving of 1 controller and 7 nodes in total.  The total available data 

packet per second was 17,000, which can process by 2 controllers. One single attack and three triple 

attacks (1,3) at N8 (C3-1a) and N9 (C3-3a) has occurred. The Maximum new flows per second of 2 

controller are (C3-2a, C3-2a), (9000 + 9000 = 18000 packet per second-PPS), and the port are (24 + 24 = 

48). So the model recommended 3 backup controllers, 1 backup controller (BC1) with 4500 PPS and 

72 ports, 1 powerful backup controller (BC2) with 18000 PPS Maximum new flows per second and 50 

port, and 1 powerful backup controller (BC3) with 15000 PPS and 12 port.  Which can support the 

victim controllers affected by 3 different (one single and 3 very high) frequencies of DDoS attack. 

 
Figure 6. Diagram from the scenario 4 
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4.5. Scenario 5 

Finally, the input node (Gη) was 9, implying 9 controllers shall be deployed at 9 nodes. However, 

the optimization from our model proposed 2 nodes (η) with 2 controllers (C), 3 switches (δ), and 6 

links (ζ). This result demonstrated a saving of 1 controller and 7 nodes in total.  The total available 

data packet per second was 17,000, which can process by 2 controllers. Three triple attacks (3,3) at N8 

(C3-3a) and N9 (C3-3a) has occurred. The Maximum new flows per second of 2 controller are (C3-2a, 

C3-2a), (9000 + 9000 = 18000 packet per second-PPS), and the port are (24 + 24 = 48). So the model 

recommended 3 backup controllers, 1 backup up the controller (BC1) with 4500 pps and 72 ports, 1 

powerful backup controller (BC2) with 18000 pps Maximum new flows per second and 50 port and 

1 powerful backup controller (BC3) with 15000 pps and 12 port.  Which can support the victim 

controllers affected by 3 very high frequencies of DDoS attacks. 

 
Figure 7. Diagram from the scenario 5 

 
Figure 8. Cost for various recurrence of DDoS assault on the various victim controller 
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5. Future Direction 

Our proposed model is Feasible for planning and deployment in real networking topology for 

any GEO Location. We are outfitting charts and constant information for IBM (USA) from the Internet 

Topology Zoo6. 

 
Figure 9. Real time network topology of IBM (USA) from satellite6 

 
Figure 10. Real topology diagram of IBM (USA)7. 

Table 7. Converted data from the above diagrams of IBM (USA) using yEd8 

Network IBM 

Number of nodes  18 

Router/Switches 18 

Number of Edges 24 

Longitude -90.19789 (St Louis) 

Latitude 38.62727 

Bandwidth  45 Gbps 

6. Conclusion  

The emerging novel way to deal with cloud computing, data center, and telecommunication 

network in smart cities is Software-Defined Networking (SDN). But unfortunately, it has to face 

                                                            
6The Internet Topology Zoo, http://www.topology-zoo.org/dataset.html (accessed on 03 Nov 2020). 
7Dataset, http://www.topology-zoo.org/dataset.html (accessed on 03 Nov 2020). 
8yEd, https://www.yworks.com/products/yed (accessed on 03 Nov 2020). 

http://www.topology-zoo.org/dataset.html
http://www.topology-zoo.org/dataset.html
https://www.yworks.com/products/yed
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security issues like DDoS attacks due to its programmability of the controller. Attackers are taking 

this advantage to malfunction the controller. The Ultimate goal of this paper is to optimize the SDN 

security issue by placing single and multiple powerful smart backup controllers to support several 

ordinary victim controllers to minimize the total cost of SDN during planning. In this paper, we 

proposed a novel Integer Linear Programming (ILP) model to optimize the security issue. Result 

acquired from simulation demonstrates that our proposed ILP model can recommend powerful 

smart backup controller which has the ability to spare the cost of numerous controllers by sharing 

connection (link), maximum new flows per second and port. So, it is saving the extra association cost 

to various controllers, information exchange limit cost, and manpower cost-effectively. This model is 

suitable for small and medium scale SDN planning. In the future, we will execute our proposed 

model with a couple of more boundaries, for example, Artificial Intelligence (AI) capacities, Internet 

of Things (IoT) devices network, Cloud Computing and DevOps, and information losses, etc. 
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