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Abstract: This paper proposes a frame aggregation with a simple block acknowledgement
(FASBA) mechanism to provide a strict QoS guarantee to life-saving emergency traffic
in wireless local area networks. This work builds on our previous work on a multi-
preemptive enhanced distributed channel access protocol called MP-EDCA. The main
difference between FASBA and MP-EDCA is that MP-EDCA does not provide a strict
QoS guarantee to life-saving emergency traffic (e.g., ambulance calls), especially in high-
load conditions. Our proposed FASBA protocol solves the problems of achieving a strict
QoS guarantee to life-saving emergency traffic. The strict QoS guarantee is achieved by
aggregating multiple frames with a two-bit block acknowledgement for transmissions.
FASBA assures guaranteed network services by reducing MAC overheads; consequently,
it offers higher throughput, lower packet delays, and accommodates a larger number of
life-saving emergency nodes during emergencies. The performance of the proposed FASBA
is validated by Riverbed Modeler and MATLAB 2024a-based simulation. Results obtained
show that the proposed FASBA offers about 30% lower delays, 17% higher throughput,
and 60% lower retransmission attempts than MP-EDCA under high-traffic loads.

Keywords: frame aggregation; block acknowledgment; QoS; MP-EDCA; 802.11e MAC

1. Introduction
There has been tremendous growth in the deployment of 802.11-based wireless local

area networks (WLANs), especially for use in distributed emergency applications (e.g., dis-
aster recovery) [1–4]. These emergency applications require a strict quality of service (QoS)
guarantee with the provision of in-channel preemption (i.e., channel access priority on
arrival) for their high-priority emergency traffic.

The original IEEE 802.11 standard [5] does not prioritise real-time traffic and uses a
Stop-and-Wait ARQ mechanism, causing significant overhead from channel sensing and
immediate ACK transmissions. To address these issues, IEEE 802.11e was introduced to im-
prove QoS for real-time applications like voice and video by defining four access categories
(ACs) for differentiated channel access. However, conventional EDCA only offers relative
differentiation, lacking support for emergency traffic and failing to guarantee QoS under
heavy loads [6,7]. Additionally, IEEE 802.11e introduced TXOP with BlockAck schemes,
which enhance throughput [8] but can lead to resequencing delays at the receiver [9].
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To overcome the limitations of EDCA (providing in-channel preemption and assuring
strict QoS guarantee), we previously proposed a multi-preemptive EDCA (MP-EDCA) in
WLANs [10]. The proposed scheme supports emergency traffic and provides in-channel
preemption. However, MP-EDCA does not offer a QoS guarantee for life-saving emergency
traffic in WLANs. To address the performance issues of MP-EDCA, in this paper, we pro-
pose a frame aggregation with a simple block acknowledgement (FASBA) mechanism [10].
The proposed FASBA provides assurance of service delivery, enhances network throughput,
reduces MAC transmission overhead, and ultimately accommodates several life-saving
emergency nodes in high loads. Better system performance is achieved by aggregat-
ing the frames with a simple two-bit block acknowledgement. We implemented both
MP-EDCA [10] and FASBA schemes in the Riverbed Modeler simulator for performance
evaluation and comparison purposes. We contributed code (written in C++) by modify-
ing Riverbed simulation process models to create new emergency communication nodes
required for system simulation.

The main contributions of this study are summarised as follows:

• We propose a frame aggregation with a simple block acknowledgement (FASBA)
protocol to provide a strict QoS guarantee to life-saving emergency traffic in high-
load WLANs. To this end, we develop an analytical model using the Markov chain
considering saturated load, retry limits, and channel conditions. We derive throughput
and mean packet delays mathematically to estimate the system performance.

• We develop a simulation model using Riverbed Modeler and MATLAB simulator to
validate system performance.

• We implement new life-saving emergency nodes (in C++) and the correspond-
ing process models in the Riverbed Modeler simulation environment to study the
performance of FASBA and to compare it with the existing MP-EDCA.This is a
significant piece of work contributing towards the implementation of emergency
traffic in WLANs. The system performance is also validated by MATLAB2024a-
based simulation.

The rest of this paper is organised as follows. The related work is presented in Section 2.
The proposed FASBA approach is described in Section 3. Section 4 presents an analytical
model for FASBA. The system performance is evaluated in Section 5. The results are
discussed in Section 6. Finally, the paper is concluded in Section 7.

2. Related Work
Emergency communication is essential to support victims and first responders in

critical disaster scenarios where human lives are on the line. Wireless communication,
such as cellular, WiFi, vehicle-to-infrastructure, and mesh networks based on IEEE 802.11
standards [5], are crucial in prioritising emergency communication. These standards ensure
that emergency messages are delivered promptly and reliably, enabling first responders to
communicate immediately with those requiring assistance. In disaster situations demand-
ing strict quality of service (QoS), IEEE 802.11e provides low-latency communication by
prioritising essential traffic through Enhanced Distributed Channel Access (EDCA), which
is particularly valuable in crowded emergency environments [11]. When network infras-
tructure is compromised, IEEE 802.11s offers self-healing mesh networking capabilities,
allowing devices to relay critical information across multiple nodes, even if some connec-
tions fail [12]. For medical emergencies, Time-Sensitive Networking (TSN) adaptations
within IEEE 802.11 facilitate real-time data transmission with minimal latency and jitter,
supporting rapid coordination in life-saving interventions [13,14].
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IEEE 802.11p, designed explicitly for vehicular communication, supports essential
vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) links, helping to prioritise
messages like hazard alerts and aiding in effective evacuation and emergency vehicle
routing [15,16]. When low-power, long-range communication is required, IEEE 802.11ah
(WiFi HaLow) extends network reach for IoT-based emergency monitoring, ensuring con-
nectivity with sensors that detect hazardous conditions. This is achieved through protocols
like the Registration-based Situation-Aware Access Extension (RSAE), which minimises
signal collisions and ensures rapid data delivery from critical sensors in densely populated
disaster zones [17,18]. Additionally, IEEE 802.11ax (WiFi 6) leverages Orthogonal Frequency
Division Multiple Access (OFDMA) and Target Wake Time (TWT) to reduce congestion,
effectively managing high-priority traffic in areas dense with emergency responders and
equipment [19]. IEEE 802.11 standards collectively establish a robust, life-saving commu-
nication framework crucial for prioritising emergency traffic and ensuring uninterrupted
transmission of essential data in any disaster response.

Many network researchers have developed various techniques to enhance the per-
formance of 802.11e by reducing overheads. Examples of techniques include modified
TXOP, block size, and BlockAck. The main problem with small frame sizes is the increased
transmission overheads because an STA needs to negotiate each time before transmitting
the frame. To overcome the network performance issue due to the small block size, one can
form a large frame by combining several short packets in a flow. However, the larger block
size increases the error rate and results in a delay for real-time applications [20,21]. Thus,
Sarkar and Sowerby [22] proposed a new MAC protocol called buffer unit multiple access
(BUMA). The proposed BUMA protocol reduces transmission overheads by applying the
frame aggregation approach and achieves higher throughput. However, BUMA is only
suitable for UDP applications and may not provide a guarantee of service delivery. Simi-
larly, Saif et al. [23] developed a MAC scheme called minimised header MAC service data
unit (MSDU) aggregation scheme (mA-MSDU) for reducing the transmission overheads
by aggregating MSDUs. This scheme optimised the subframe by minimising the header
overhead. Furthermore, the researchers in [23] proposed an Implicit Sequence Control (ISC)
as a subframe error controller that retransmits only the corrupted subframes. On the other
hand, a two-level frame aggregation mechanism is suggested by combining A-MSDU and
aggregate-MAC protocol data unit (A-MPDU) schemes [24]. This scheme enhanced the per-
formance of throughput and offered a reduced MAC delay. Both A-MSDU and A-MPDU
are defined by IEEE 802.11n [25] standard for achieving higher throughput at the MAC
layer. Although the new frames are smaller than legacy 802.11, they did not improve the
network throughput, especially when added with the small payload. Moreover, network
performance is highly affected while transmitting the A-MSDUs due to a lack of control
and retransmission. Implementing IEEE 802.11n does not aggregate MPDU for voice traffic
due to its specific end-to-end delay requirements. Seytnazarov and Kim [26] identified
that the network’s performance is highly degraded in saturated traffic conditions when
multiple nodes access the medium for transmitting voice traffic. The authors proposed
a QoS-aware adaptive A-MPDU aggregation scheme (QAA-MPDU). The QAA-MPDU
scheme optimises throughput performance by aggregating MPDU for voice traffic and
reducing protocol overhead. Liu et al. [27] developed an adaptive A-MPDU MAC scheme.

Hazra and De [28] developed a frame concatenation with block acknowledgement
for providing a QoS guarantee for time-sensitive applications. However, the proposed
scheme is only suitable for client-server applications. To provide fairness and enhance the
performance of EDCA, Kim and Cho [29] proposed an Adaptive TXOP Allocation (ATA)
scheme. In the ATA scheme, stations adjust the TXOP interval based on traffic load and
delay bound required by the application. The TXOP interval is increased in two steps: at
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first, STA increases its TXOP to satisfy the QoS guarantee required by its packet queue and
then when the traffic load is low.

For reliable communication, the receiving station acknowledges every received packet.
However, this mechanism decreased the overall network performance due to an increasing
number of acknowledgement packets. As the solution, researchers proposed various
approaches utilising and optimising block acknowledgement (Cabral et al. [30]). The
optimized block acknowledgement (O-BlockAck) developed by Cabral et al. [30] reduces
the delay and increases the number of users within the network. The o-BlockAck scheme
uses a single service and a mixture of services used on the node. The empirical results have
shown that fragment size 12 is more appropriate for a mixture of services, and supported
users may be increased from 30 to 35 within a network. Another mechanism for improving
the EDCA scheme is called holding time aggregation (HTA), developed by Azevêdo Filho
et al. [31]. In HTA, each STA calculates the time a packet takes for its journey and the time
an application may tolerate delay. However, the proposed HTA scheme is only suitable for
UDP applications.

A review of the literature on frame aggregation and block acknowledgement schemes
in providing better QoS and reducing transmission overhead is summarised in Table 1.

Table 1. Summary of related work on frame aggregation and block acknowledgement in WLANs.

Schemes Adaptive?
Frame
Aggregation
and Block Ack?

Strict QoS
to Emergency
Traffic?

Scalable? High-Traffic
Loads?

BUMA [22] yes no no yes yes

O-BlockACK [30] yes yes no no yes

Adaptive A-MPDU [27] yes yes no no yes

TXOP-based frame
concatenation and
BlockAck (TFCB) [28]

no yes no no yes

mA-MSDU [23] yes yes no no no

HTA [31] yes yes no yes no

ATA for EDCA [20] yes no no no yes

Two-level
aggregation [24]

no yes no no no

QAA-MPDU [26] yes no yes no yes

IEEE 802.11e
block ACK [21]

no yes no no yes

MU-MIMO
adaptive algorithm [32]

yes yes no no no

CA-TXOP scheme [33] no no yes yes yes

FAFA scheme [34] yes yes no yes no

A-MPDU aggregation
scheme [35]

yes yes no no yes

yes yes yes yes yes

Our work (FASBA)
FASBA is a dynamic algorithm that provides a strict QoS guarantee for life-saving
emergency traffic in high-load networks. FASBA is scalable and
accommodates much emergency traffic.
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3. Proposed Frame Aggregation with Block Acknowledgment Mechanism
3.1. Revisiting MP-EDCA

The proposed FASBA scheme enhances the capabilities of our previously reported
MP-EDCA [10]. The main objective of MP-EDCA is to support emergency traffic in wireless
networks. This section briefly describes the MP-EDCA protocol.

3.1.1. The MP-EDCA Approach

The MP-EDCA framework implements a hierarchical quality of service (QoS) mecha-
nism tailored for emergency communication in wireless networks. It categorises traffic into
four prioritised emergency classes (Classes 1–4) and a non-priority queue for routine data
(e.g., email). Class 1, designated for life-critical scenarios (e.g., life-saving interventions),
holds the highest priority, followed by Class 2 (health emergencies), Class 3 (property
threats), and Class 4 (environmental risks) [36,37]. This hierarchy aligns with real-world
operational protocols for emergency scenarios.

The MP-EDCA employs a preemption mechanism to enforce prioritisation, allowing
higher-priority traffic to seize channel access from lower-priority traffic. The protocol
dynamically adjusts SIFS and slot time parameters within emergency frames, optimising
contention windows and backoff intervals to minimise latency for critical services. For
instance, Class 1 traffic utilises the shortest SIFS intervals to expedite medium access, while
lower classes incrementally scale these timers to balance fairness and urgency. This archi-
tecture ensures deterministic performance for mission-critical applications, reflecting the
ethical prioritisation of human life, health, and environmental stewardship in networked
emergency response systems.

3.1.2. Limitations of MP-EDCA

A critical limitation of the MP-EDCA protocol is its inability to enforce deterministic
latency guarantees for life-critical emergency traffic under high network loads. Specifically,
MP-EDCA relies on probabilistic contention window adjustments and traffic prioritisa-
tion, which fail to ensure bounded packet delays when the density of emergency nodes
exceeds 40. In such scenarios, network performance degrades sharply, suffering higher
collision rates and unstable channel access, and cannot meet the latency thresholds required
for mission-critical applications (e.g., emergency medical services or disaster response
systems). The proposed FASBA mechanism introduces a hybrid MAC layer framework that
combines dynamic time slot reservation with adaptive contention parameters to address
this. FASBA enforces strict priority preemption for emergency traffic and optimises re-
source allocation in ultra-dense deployments, thereby achieving compliance with industrial
QoS standards for life-saving applications.

3.2. The FASBA Approach

The main objective of the proposed FASBA is to accommodate a large number of
life-saving emergency nodes in emergency times when a larger number of nodes report an
emergency for channel access. It is useful to design a network protocol that can offer lower
packet delays and higher throughput by reducing transmission overheads. Second, the
protocol should provide a strict QoS guarantee in message delivery. To meet the objectives
mentioned above, FASBA aggregates three frames with a simple BlockAck mechanism for
transmissions. The FASBA adopts the idea of frame-aggregation (for reducing protocol’s
transmission overheads) from BUMA protocol [8]. Moreover, FASBA employs a simple
two-bit BlockAck strategy for accommodating more nodes in the network and to provide a
strict QoS guaranteed message delivery. This is achieved in the following ways.
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In FASBA, each node (station) maintains a buffer (temporary memory) to combine
and hold three packets with a single packet header and a trailer at the MAC layer before
transmissions. This allows FASBA to reduce transmission overheads significantly and con-
sequently improve system performance. Figure 1 illustrates the FASBA’s frame aggregation
mechanism. The figure also shows the acknowledgement mechanism followed by SIFS.

Figure 1. Illustrating frame aggregation (three packets) and two-bit acknowledgement of FASBA.

FASBA’s simple block acknowledgement mechanism is illustrated in Table 2. The
first column shows the two bits of acknowledgement, followed by purpose, and the next
possible bits, which will be sent by the STA. If both ACK bits are 11, it means all three
packets (i.e., packet 1, packet 2, and packet 3) are successfully delivered. The transmitting
STA will send the subsequent three packets (i.e., packet 4, packet 5, and packet 6). If ACK
bits are 01, it means packet 2 and packet 3 are transmitted successfully. The transmitting
STA will send packets 1, 4, and 5. Similarly, if ACK bits are 10, it means packets 1 and
packet 2 are delivered successfully, and STA will send packets 3, 4, and 5. In all other cases,
all three packets will be resent. Though FASBA is designed to support emergency traffic
through a modified channel contention mechanism, non-priority traffic can use a standard
IEEE 802.11e multi-user contention mechanism to contend for the channel.

Table 2. FASBA’s simple 2-bit BlockAck algorithm.

Two Bits Purpose Next Packets

11 All frame/packet received successfully. Transmit another one 4, 5, and 6

01 Only resend packet 1, (packet #2 and #3 received successfully) 1, 4, and 5

10 Only resend packet 3, (packet #1 and #2 received successfully) 3, 4, and 5

00/None Resend (all three packets) 1, 2, and 3

4. Analytical Model for FASBA
The main focus of the FASBA protocol is to support guaranteed QoS for life-saving

emergency nodes during emergency situations. In this work, we considered frame ag-
gregation with a protected Block ACK mechanism. In protected Block ACK (shown in
Figure 2a), the sender will transmit a single data packet and wait for an ACK from the
recipient before sending an entire data burst. If the ACK message is successfully received,
the sender initiates the TXOP period to transmit the data burst. This protected mechanism
helps to avoid bulk data loss due to channel error or multi-user channel contention.



Future Internet 2025, 17, 111 7 of 18

(a) Protected Block ACK mechanism

(b) Non-protected Block ACK mechanism

Figure 2. Frame aggregation with Block ACK mechanism.

This section presents an analytical model to evaluate the performance of FASBA. A
two-dimensional Markov model is used to derive the throughput and end-to-end delays
of successful data transmission with the following assumptions listed in Table 3. The
developed Markov model is an extension of the Bianchi model [38] under saturated load
conditions. We extend the Bianchi model to accommodate frame aggregation and protected
block ACK with error-prone channel conditions. In the 802.11 distributed coordination
function (DCF), a station with a new packet performs carrier sensing for distributed inter-
frame space (DIFS) period and transmits the packet if the channel is idle. If the channel is
busy, the station continues monitoring the channel until it becomes free for the DIFS period.
Afterwards, the station generates a random backoff period before sending the packet. In
saturation load conditions, each station always has a packet available for transmission
after the completion of each successful transmission. Moreover, being that all packets are
consecutive, the packet needs to wait for a random backoff time before transmitting. The
purpose of the random backoff period is to minimise collisions due to multiple users.

Table 3. Markov model assumptions.

Attributes Value

Number of states Finite

Load condition Saturated

Channel condition Error-prone

Hidden terminals No

Packet length Equal

Let us consider b(t) and s(t) to be the stochastic process representing the random
backoff counter and backoff stage, respectively. The value of b(t) is decremented at the start
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of every idle timeslot, and the contending station wins the channel. Then, it reaches zero
and can start data transmission according to the basic handshake scheme. To further reduce
the chance of collision, the communication parties exchange RTS/CTS control frames to
make the surrounding users aware of ongoing communication.

The backoff counter value k = b(t) is chosen from k ∈ [0, CWi], where CWi represents
the contention window (CW) size. The collision happens when two stations end up with
the same b(t) values. Therefore, the contention window size starts with a minimum value
(CWmin) and doubles after each unsuccessful transmission. The maximum value of the
contention window is CWmax = 2m

′
CWmin = CWm, where m

′
is a positive integer by

which the contention window can be doubled and m is used to represent the maximum
backoff stage. The value of m is also used to bind the retry limit. If the transmission is
still unsuccessful after m retry, the packet will drop and CW will reset. Hence, the channel
contention can be described as a two-dimensional Markov chain model with (s(t), b(t)).

In this model, every station is modelled by a pair of integers (i, k), where i is the
value for the backoff stage and k is the value of the backoff counter. The Markov model is
presented in Figure 3. In wireless communication, a station’s transmission can fail due to
collision with other stations transmitting on the same channel at a given time. Therefore,
the probability of collision, pcoll , can be written as:

pcoll = 1 − (1 − τ)n−1 (1)

where τ is the transmission probability in a randomly chosen slot time and n represents
the number of stations in the medium. In addition to collision, a frame may encounter
transmission failure due to fading and/or noise. Thus, the frame failure transmission
probability, p f , becomes:

p f = 1 − (1 − pcoll)(1 − perr) (2)

where perr is the probability of frame error due to the channel condition.
Let us consider that a station has a packet to transmit. Before initiating the transmission,

the station will choose a random backoff timer from the window of [0, CWmin]. The station
tried to transmit the frame for the last (i − 1) times but was unsuccessful; the station moves
to any state on (i, k) with probability p f /CWi. If the transmission is successful at any stage,
the station moves to backoff stage 0 with probability (1 − p f /CW0). Hence, transition
probabilities of the Markov chain can be written as:

P(i, k|i, k + 1) = 1; k ∈ [0, CWi − 2], i ∈ [o, m]

The backoff timer is decremented from k + 1 to k when a station has detected an idle
time slot.

P(0, k|i, 0) = (1 − p f )/CW0; k ∈ [0, CW0 − 1],

i ∈ [0, m]

After successful transmission with probability 1 − p f , a station moves from backoff
stage i to 0.

P(i, k|i − 1, 0) = p f /CWi; k ∈ [0, CWi − 1],

i ∈ [1, m]
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At stage i − 1, the station attempts to transmit but fails and moves to backoff stage i
with a randomly chosen backoff delay.

P(m, k|m′
, 0) = p f /CW

′
m; k ∈ [0, CWi − 1]

It is the same as number 3, except the station reaches maximum backoff stage m.

Figure 3. Two−dimensional Markov chain model for FASBA-based 802.11n backoff.

Let bi,k = limt→∝Ps(t) = i, b(t) = k, i ∈ (0, m), k ∈ (0, CWi − 1) be the stationary
probability of the chain. Now, using the same reasoning [38], we can estimate the probability
of transmission τ at any random slot for both cases when retry limit (m) is smaller than the
maximum backoff stage (m

′
).

τ =
2(1 − 2p f )(1 − pm−1

f )

X
(3)

where X = (1 − p f )CW(1 − 2pm+1
f ) + (1 − 2p f )(1 − pm+1

f ) and Y = CW(1 − 2pm
′
+1

f )(1 −

p f ) + (1 − 2p f )(1 − pm+1
f ) + 2m

′
CW pm

′
+1

f (1 − 2p f )(1 − pm−m
′

f ). When retry limit (m) is
greater or equal to the maximum backoff stage, the Equation (3) becomes:

τ =
2(1 − 2p f )(1 − pm=1

f )

Y
(4)

Now, to solve p f , we first define the probability of frame error perr, which is a combination
of the frame error of the MAC data frame (FEdata) or ACK frame (FEACK). Therefore, perr

can be expressed as follows:

perr = 1 − (1 − FEdata)(1 − FEACK)

= FEdata + FEACK − FEdata · FEACK
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According to [39], frame error can be calculated based on maximum Doppler frequency
( fd) from station mobility and fading margin ( fm).

FE = 1 − exp(− fm − fd

√
2πρTp) (5)

Now, the solution for the non-linear system represented by Equations (3)–(5) can be
solved numerically with two unknown parameters τ and p f . Knowing τ, we can calculate
the probability (Ptr) that at least one station transmits a packet in a randomly selected
time slot and the conditional probability ( Ps) that the occurring packet is successfully
transmitted as follows:

Ptr = 1 − (1 − τ)n (6)

Ps =
nτ(1 − τ)(n − 1)

1 − (1 − τ)n (7)

4.1. Throughput Analysis

The throughput can be defined as a ratio of the actual amount of data successfully
transmitted over a communication link for the length of a randomly chosen time slot,
which is:

S =
PtrPs(1 − PerrE[P])

A
(8)

where A = (1 − Ptr)σ + PtrPs(1 − perr)Ts + ptr(1 − Ps)Tc + PtrPsPerrTe and σ represents the
backoff slot duration. Ts, Tc, and Te are the average time for successful transmission when
the transmission collides and is wasted due to channel error or fading. For the protected
Block ACK scheme, the Ts, Tc, and Te can be calculated as follows:

Ts = TACK + TSIFS + (Tdata + TSIFS) · B + Tbar + Tsi f s + Tba (9)

Te = Thob + Tei f s + (Tsi f s + Thack)×
1 − FERhob

FERhob + FERhack − FERhobFERhack
(10)

Tc = Thob + Tei f s (11)

4.2. Mean Delay

The mean delay of a packet consists of MAC delay and queuing delay. The MAC
delay is defined as the time taken by the packet to be successfully transmitted with an
acknowledgement. In contrast, queuing delay refers to the expected time spent in the
queue. This work considers the M/M/1/K queue due to its simplicity and accuracy. The
mean packet delay can be calculated as follows:

D =
m

∑
n=0

[
(pi

f − pm+1
f )((CWi + 1)/2)

1 − pm+1
f

]
· ((1 − Ptr)σ + Ptr Ps(1 − Perr)Ts + Ptr(1 − Ps)Tc + Ptr PsPerrTe +

(
ρ(1 − (K + 1)ρk) + Kρk+1)

(1 − ρ)(1 − ρk+1)

)
× 1

λ(1 − Pdrop)
(12)

where ρ is the steady state condition which is
λ(1−Pdrop)

µ and Pdrop is [1 − (1 − p f )(1 −
τ)n−1]m+1.

5. Performance Evaluation
In this section, the performance of FASBA is evaluated by quantitative stochastic simu-

lation. FASBA’s performance is compared with that of MP-EDCA. For system performance
evaluation, we consider three important network performance metrics: throughput, packet
delay, and packet retransmission attempt.
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Simulation Environment

To study the performance of the proposed FASBA and to compare it with MP-EDCA [10],
Riverbed Modeler version 18.0 [9] is used. The Riverbed simulation tool was chosen due
to its popularity and credibility [40]. For the system performance study, we created about
30 simulation scenarios (15 for FASBA and another 15 for MP-EDCA).

Table 4 shows the MAC parameters used in the simulations. To implement the frame
catenation shown in Figure 4, a new data frame is developed with the reserve type field of
11 and a subtype value of 1000 of the frame control field of the MAC frame structure.

Table 4. MAC parameters used in simulation.

General
Parameters

Data rate = 65 Mbps (base)/600 Mbps (max)
Protocol = IEEE 802.11n
Number of MP-EDCA nodes: 4–60
Number of FASBA nodes: 4–60
Application: data (text message of 150 characters)
TXOP limit = 0 ms

Contention
Parameters

MP-EDCA and FASBA

Risk to Life (RtoL)
Priority Nodes

Risk to Health
(RtoH)
Priority Nodes

Risk to Property
(RtoP)
Priority Nodes

Risk to Environment
(RtoE)
Priority Nodes

RtoL SIFS = 10
RtoL Slot Time = 25
AIFS [0] = 1 slot
WMin [0] = 2 slots
WMax [8] = 8 slots

RtoH SIFS = 25
RtoH Slot Time = 40
AIFS [0] = 1 slot
WMin [0] = 2 slots
WMax [8] = 8 slots

RtoP SIFS = 40
RtoL Slot Time = 55
AIFS [0] = 1 slot
WMin [0] = 2 slots
WMax [8] = 8 slots

RtoL SIFS = 55
RtoL Slot Time = 70
AIFS [0] = 1 slot
WMin [0] = 2 slots
WMax [8] = 8 slots

We implemented a simple two-bit BlockAck request and response frames in the
Riverbed Modeler simulator by customising the 802.11 EDCA frames. The implementation
involves creating new nodes for network communication and the corresponding process
models in the system. The 802.11 WLAN MAC packet formats are categorised into three
types i.e., (1) management, (2) control, and (3) data packets. For implementing FASBA
in Riverbed Modeler, the type of MAC data (Figure 4) and BlockAck of control packets
(Figure 5) were modified. The type bits of the WLAN data packet are used for identifying
the packet sequence. And only 4 bits out of 32 bits of the BlockAck field of control packs
were used for sending the acknowledgement.

Moreover, EDCA’s MAC model was also customised to implement the BlockAck
request and BlockAck frames. The activation of FASBA is through the same activation
process used in the EDCA, that is, adding a block acknowledgement (ADDBA) frame. In
this work, we only considered video traffic and the UDP transmission protocol.

The FASBA’s frame aggregation with a block-acknowledge maintains backward com-
patibility with the existing Distributed Coordination Function (DCF) and EDCA protocols.
The general parameters such as area, mobility and channel condition are presented in
Table 5. Additionally, while Figure 2 illustrates both protected and non-protected mech-
anisms, we only simulated the protected mechanism. This is because protection aims to
safeguard against bulk data loss caused by channel errors or multi-user contention in the
same traffic class.
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Figure 4. Data packet format of FASBA.

Figure 5. Data packet format of FASBA.

Table 5. General parameters used in the simulation.

Parameters Value

Area 500 × 500 m2

Number of nodes 4–60

Mobility model Random waypoint

Mobility 7 m/s

Noise figure 5 (high level)

6. Results and Discussion
For both individual stations and the overall network, three important performance

metrics are used: (1) throughput, (2) packet delay, and (3) packet retransmission attempt.
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6.1. Throughput Performance

In Figure 6, we plot the mean network throughput versus the number of life-saving
emergency nodes for the proposed FASBA protocol. We study the network throughput
and validate our analytical model developed in Equation (8) using MATLAB 2024a-based
simulation. We observe that both the analytical and simulation throughput of FASBA
remain the same for emergency nodes up to 24. When the number of life-saving emergency
nodes increases from 24 to 60, the analytical throughput (blue line) is slightly lower (up
to 5%) than the simulation ones, but these differences are not very significant. A close
match of analytical and simulation results validates our analytical model for FASBA life-
saving emergency nodes. We consider Figure 6 to validate the simulation results such as
throughput, MAC delay, and packet retransmission attempts presented next.

Figure 6. Mean network throughput of the proposed FASBA.

The network throughput versus the number of life-saving emergency nodes of FASBA
and MP-EDCA for an ad hoc and infrastructure network are shown in Figures 7 and 8,
respectively. One can observe that FASBA provides higher throughput than MP-EDCA
irrespective of network architecture, especially under medium- to high-traffic loads. For
example, Figure 7 compares mean network throughput (ad hoc network) for N = 4 to
60 emergency nodes. We found that FASBA offers an improved network throughput of up
to 10 Mbps for 60 nodes. We also observe that both MP-EDCA and FASBA provide similar
throughput performance for N = 4 to 36 nodes. For 40 to 60, FASBA performs much better
than MP-EDCA. For example, the proposed FASBA scheme achieved about 17% higher
throughput than the MP-EDCA at N= 60 emergency nodes.

Figure 8 exhibits the comparative average network throughput of an infrastructure
network. The graphs shown in Figure 8 illustrate that the proposed FASBA offers an
improved network throughput of up to 15 Mbps for 60 nodes. Similar to the ad hoc
network 6.4(a), both schemes (MP-EDCA and FASBA) provide equal throughput for a
number of nodes up to 28. When adding nodes from 32 to 60, FASBA outperforms MP-
EDCA. The graph shows that FASBA achieves up to 17.5 % higher throughput than the
standard MP-EDCA. Moreover, one can observe that the average network (ad hoc network)
throughput constantly increases with the increasing number of nodes.
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Figure 7. Mean network throughput of MP-EDCA and the proposed FASBA (ad hoc network
scenario).

Figure 8. Mean network throughput of the proposed FASBA (infrastructure network scenario).

6.2. Mean Delay Performance

The mean delay is a summation of the MAC layer delay and the delay due to time
spent in the queue before the actual packet transmission. Figure 9 represents the mean
delay for the proposed FASBA protocol.

The mean packet delays of FASBA in an ad hoc network for N = 60 nodes is shown in
Figure 10. One can observe that FASBA outperforms MP-EDCA for N = 24 to 60 nodes. For
example, FASBA’s mean packet delay is about 30% lower than MP-EDCA for a network
with N = 60 nodes.

Both emergency traffic and time-sensitive applications are delay-sensitive. It is found
that FASBA can support up to 32 emergency nodes, whereas MP-EDCA can support about
24 nodes. It is observed that FASBA’s mean delay is lower than MP-EDCA in both ad hoc
and infrastructure networks.

The main conclusion that can be drawn from Figure 10 is that nodes using FASBA
have substantially lower mean packet delays than the nodes using MP-EDCA, especially
under medium- to high-traffic loads.
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Figure 9. Mean MAC delay performance of the proposed FASBA.

Figure 10. Mean MAC delay performance of MP-EDCA and the proposed FASBA.

6.3. Packet Retransmission

Figure 11 shows the number of retransmitted packets for MP-EDCA and FASBA
considered in the simulation. As shown in Figure 11, the proposed FASBA achieves lower
retransmission attempts. If we look closely at Figure 11, we observe that the number of
retransmitted packets increases with the increase in nodes for both schemes. The proposed
FASBA achieved 60% lower retransmitted packets than MP-EDCA. This is achieved by
optimising the block acknowledgement mechanism. The proposed FASBA can be used
in wireless networks to achieve efficient retransmission. We didn’t vary the mobility and
channel configuration throughout. Therefore, the changes in retransmission are mainly due
to channel contention of several emergency nodes.
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Figure 11. Packet retransmission attempts versus the number of emergency nodes.

7. Conclusions
In this paper, we propose a frame aggregation with a simple block acknowledgement

(FASBA) scheme. The FASBA extends the capabilities of MP-EDCA by accommodating an
increased number of emergency nodes during emergency times. The FASBA’s throughput
and packet delays are improved by significantly reducing transmission overheads. The
overheads are reduced by aggregating frames with a simple block acknowledgement
mechanism before transmission. Consequently, FASBA offers a guaranteed service delivery
in highly loaded networks.

Riverbed Modeler and MATLAB 2024a-based simulation models validate the system
performance. The results obtained have shown that FASBA achieves about 30% lower
packet delays, 17% higher throughput, and 60% lower retransmission attempts than MP-
EDCA. Therefore, FASBA can be used to provide a strict QoS guarantee for life-saving
emergency nodes. The findings reported in this paper provide insights into QoS guarantee
for life-saving emergency traffic that can help network researchers and engineers contribute
further towards developing next-generation wireless networks. In our future works, we
will further investigate the impact of different traffic types and transmission protocols on
FSBA performance. Moreover, the number of frames that can be aggregated is still an
open issue to investigate to identify the optimum solution for frame aggregation. However,
incorporating FASBA into the design of the Internet of Things to save human lives in
emergency times is suggested as future work.

Author Contributions: Conceptualisation, S.K.M.; methodology, S.K.M. and M.A.H.; validation,
S.K.M. and M.A.H.; investigation, S.K.M. and M.A.H.; resources, S.K.M. and N.I.S.; data curation,
S.K.M.; writing—original draft preparation, S.K.M., N.I.S. and M.A.H.; writing—review and editing,
M.A.H. and N.I.S.; visualisation, S.K.M. and M.A.H.; supervision, N.I.S.; project administration, N.I.S.
All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Data sharing is not applicable to this article as no new data were created
or analysed in this study.

Conflicts of Interest: The authors declare no conflicts of interest.



Future Internet 2025, 17, 111 17 of 18

References
1. Mulhanga, M.M.; Lima, S.R.; Carvalho, P. Characterising university wlans within eduroam context. In Smart Spaces and Next

Generation Wired/Wireless Networking; Springer: Berlin/Heidelberg, Germany, 2011; pp. 382–394.
2. Gupta, V. Wireless Local Area Network (WLAN) Connectivity Option Discovery. U.S. Patent 10,849,137, 2 June 2020.
3. Chiti, F.; Fantacci, R.; Maccari, L.; Marabissi, D.; Tarchi, D. A broadband wireless communications system for emergency

management. IEEE Wirel. Commun. 2008, 15, 8–14. [CrossRef]
4. Fernando, R.L.S.; Kumari, M.D. Recovery After Disasters—Problems and Prospects: The Case of Koslanda-Meeriyabedda

Landslide in Sri Lanka. In Disaster Risk Reduction; Springer: Berlin/Heidelberg, Germany, 2019; pp. 335–356.
5. Xiao, Y. Performance analysis of priority schemes for IEEE 802.11 and IEEE 802.11 e wireless LANs. IEEE Trans. Wirel. Commun.

2005, 4, 1506–1515. [CrossRef]
6. Abbas, A.M.; Al Soufy, K.A.M. Saturation analysis of IEEE 802.11 EDCA for Ad Hoc networks. In Proceedings of the International

Conference on Contemporary Computing, Noida, India, 6–8 August 2012; pp. 419–430.
7. IEEE Std. 802.11u-2011; IEEE Standard for Information Technology—Telecommunications and Information Exchange Between

Systems—Local and Metropolitan Area Networks—Specific Requirements—Part:11: Wireless Medium Access Control (MAC)
and Physical Layer (PHY) Specifications, Amendment 9: Interworking with External Networks. IEEE: Piscataway, NJ, USA, 2011.

8. Sarkar, N.I. The Impact of Transmission Overheads on IEEE 802.11 Throughput: Analysis and Simulation. J. Sel. Areas Telecommun.
(JSAT) 2011, 2, 49–55.

9. Riverbed. Riverbed Modeler: Discrete Event Simulator for Network Simulation. 2021. Available online: https://www.riverbed.
com/products/riverbed-modeler/ (accessed on 16 February 2025).

10. Memon, S.K.; Sarkar, N.I.; Al-Anbuky, A. Multiple preemptive EDCA for emergency medium access control in distributed
WLANs. Wirel. Netw. 2017, 23, 1523–1534. [CrossRef]

11. Pervez, F.; Qadir, J.; Khalil, M.; Yaqoob, T.; Ashraf, U.; Younis, S. Wireless technologies for emergency response: A comprehensive
review and some guidelines. IEEE Access 2018, 6, 71814–71838. [CrossRef]

12. Brockmann, T.; Rethfeldt, M.; Beichler, B.; Golatowski, F.; Haubelt, C. MAC-Filter Based Topology Control for WLAN Mesh
Networks. In Proceedings of the 2024 IEEE 29th International Conference on Emerging Technologies and Factory Automation
(ETFA), Padova, Italy, 10–13 September 2024; pp. 1–4.

13. Zhang, T.; Wang, G.; Xue, C.; Wang, J.; Nixon, M.; Han, S. Time-Sensitive Networking (TSN) for Industrial Automation: Current
Advances and Future Directions. ACM Comput. Surv. 2024, 57, 1–38. [CrossRef]

14. Peón, P.G.; Karachatzis, P.; Steiner, W.; Uhlemann, E. Time-Sensitive Networking’s Scheduled Traffic Implementation on IEEE
802.11 COTS Devices. In Proceedings of the 2023 IEEE 29th International Conference on Embedded and Real-Time Computing
Systems and Applications (RTCSA), Niigata, Japan, 30 August–1 September 2023; pp. 167–175.

15. Klapež, M.; Grazia, C.A.; Casoni, M. Experimental evaluation of ieee 802.11 p in high-speed trials for safety-related applications.
IEEE Trans. Veh. Technol. 2021, 70, 11538–11553. [CrossRef]

16. Arena, F.; Pau, G.; Severino, A. A review on IEEE 802.11 p for intelligent transportation systems. J. Sens. Actuator Netw. 2020,
9, 22. [CrossRef]

17. Riza, T.A.; Gunawan, D. IEEE 802.11 ah network challenges supports COVID-19 prevention team. In Proceedings of the
2020 IEEE 10th International Conference on Electronics Information and Emergency Communication (ICEIEC), Beijing, China,
17–19 July 2020; pp. 73–76.

18. Cheng, R.S.; Li, Y.M.; Huang, C.M. The collision avoidance and situation-aware media access scheme using the registered-backoff-
time method for the IEEE 802.11 ah-based IoT wireless networks. Comput. J. 2022, 65, 1977–1997. [CrossRef]

19. Uemura, T.; Tanigawa, Y.; Tode, H. TCP-Aware OFDMA Transmission Based on Traffic Intensity in Downlink and Uplink
Directions in IEEE 802.11 ax Wireless LANs. In Proceedings of the 2021 IEEE 32nd Annual International Symposium on Personal,
Indoor and Mobile Radio Communications (PIMRC), Helsinki, Finland, 13–16 September 2021; pp. 1024–1029.

20. Kim, Y.; Choi, S.; Jang, K.; Hwang, H. Throughput enhancement of IEEE 802.11 WLAN via frame aggregation. In Proceedings of
the IEEE 60th Vehicular Technology Conference, 2004. VTC2004-Fall, Los Angeles, CA, USA, 26–29 September 2004; Volume 4,
pp. 3030–3034.

21. Lee, H.; Tinnirello, I.; Yu, J.; Choi, S. A performance analysis of block ACK scheme for IEEE 802.11 e networks. Comput. Netw.
2010, 54, 2468–2481. [CrossRef]

22. Sarkar, N.I.; Sowerby, K.W. Buffer unit multiple access (BUMA) protocol: An enhancement to IEEE 802.11 b DCF. In Proceedings
of the GLOBECOM’05. IEEE Global Telecommunications Conference, St. Louis, MO, USA, 28 November–2 December 2005;
Volume 5.

23. Saif, A.; Othman, M.; Subramaniam, S.; Hamid, N.A.W.A. An enhanced A-MSDU frame aggregation scheme for 802.11 n wireless
networks. Wirel. Pers. Commun. 2012, 66, 683. [CrossRef]

http://doi.org/10.1109/MWC.2008.4547517
http://dx.doi.org/10.1109/TWC.2005.850328
https://www.riverbed.com/products/riverbed-modeler/
https://www.riverbed.com/products/riverbed-modeler/
http://dx.doi.org/10.1007/s11276-016-1236-9
http://dx.doi.org/10.1109/ACCESS.2018.2878898
http://dx.doi.org/10.1145/3695248
http://dx.doi.org/10.1109/TVT.2021.3111289
http://dx.doi.org/10.3390/jsan9020022
http://dx.doi.org/10.1093/comjnl/bxab036
http://dx.doi.org/10.1016/j.comnet.2010.04.001
http://dx.doi.org/10.1007/s11277-011-0358-8


Future Internet 2025, 17, 111 18 of 18

24. Kowsar, M.M.S.; Biswas, S. Performance improvement of IEEE 802.11 n WLANs via frame aggregation in NS-3. In Proceedings
of the 2017 International Conference on Electrical, Computer and Communication Engineering (ECCE), Cox’s Bazar, Bangladesh,
16–18 February 2017; pp. 1–6.

25. IEEE Std. 802.11-2009; IEEE Standard for Information Technology—Telecommunications and Information Exchange Between
Systems—Local and Metropolitan Area Networks—Specific Requirements—Part:11: Wireless Medium Access Control (MAC)
and Physical Layer (PHY) Specifications, Amendment 5: Enhancements for Higher Throughput. IEEE: Piscataway, NJ,
USA, 2009.

26. Seytnazarov, S.; Kim, Y.T. QoS-aware adaptive A-MPDU aggregation scheduler for voice traffic in aggregation-enabled high
throughput WLANs. IEEE Trans. Mob. Comput. 2017, 16, 2862–2875. [CrossRef]

27. Liu, J.; Yao, M.; Qiu, Z. Adaptive A-MPDU retransmission scheme with two-level frame aggregation compensation for IEEE
802.11 n/ac/ad WLANs. Wirel. Netw. 2018, 24, 223–234. [CrossRef]

28. Hazra, P.K.; De, A. Performance analysis of IEEE 802.11 e EDCA with QoS enhancements through TXOP based frame-
concatenation and block-acknowledgement. Int. J. Adv. Technol. 2011, 2, 542–560.

29. Kim, S.; Cho, Y. Adaptive transmission opportunity scheme based on delay bound and network load in IEEE 802.11 e wireless
LANs. J. Appl. Res. Technol. 2013, 11, 604–611. [CrossRef]

30. Cabral, O.; Segarra, A.; Velez, F.; Mihovska, A.; Prasad, N.R. Optimization of multi-service IEEE802. 11e block acknowledgement.
In Proceedings of the 2009 IEEE Radio and Wireless Symposium, San Diego, CA, USA, 18–22 January 2009; pp. 380–383.

31. Azevêdo Filho, P.H.; Caetano, M.F.; Bordim, J.L. A packet aggregation mechanism for real time applications over wireless
networks. Int. J. Netw. Comput. 2012, 2, 18–40. [CrossRef]

32. Kassa, L.; Davis, M.; Deng, J.; Cai, J. Performance of an Adaptive Aggregation Mechanism in a Noisy WLAN Downlink
MU-MIMO Channel. Electronics 2022, 11, 754. [CrossRef]

33. Rao, D.S.; Hency, V.B. Performance evaluation of congestion aware transmission opportunity scheduling scheme for 802.11
wireless LANs. Int. J. Intell. Netw. 2021, 2, 34–41.

34. Rangisetti, A.K.; Dwivedi, R.; Modem, S. Fairness and Applications’ transport protocol aware frame aggregation using
programmable WLANs. Wirel. Netw. 2023, 29, 857–876. [CrossRef]

35. Mansour, K.; Jabri, I. Analysis of A-MPDU Aggregation Schemes for HT/VHT WLANs. In Advanced Information Networking
and Applications: Proceedings of the 36th International Conference on Advanced Information Networking and Applications (AINA-2022),
Volume 3; Springer: Berlin/Heidelberg, Germany, 2022; pp. 388–398.

36. Memon, S.K.; Nisar, K.; Hijazi, M.H.A.; Chowdhry, B.S.; Sodhro, A.H.; Pirbhulal, S.; Rodrigues, J.J. A survey on 802.11 MAC
industrial standards, architecture, security & supporting emergency traffic: Future directions. J. Ind. Inf. Integr. 2021, 24, 100225.

37. The Ambulance Response Programme Review (2021) London Ambulance Service. Available online: https://www.england.nhs.
uk/wp-content/uploads/2018/10/ambulance-response-programme-review.pdf (accessed on 24 November 2024).

38. Bianchi, G. Performance analysis of the IEEE 802.11 distributed coordination function. IEEE J. Sel. Areas Commun. 2000, 18, 535–547.
[CrossRef]

39. Frohn, S.; Gübner, S.; Lindemann, C. Analyzing the effective throughput in multi-hop IEEE 802.11 n networks. Comput. Commun.
2011, 34, 1912–1921. [CrossRef]

40. Sarkar, N.I.; Gutiérrez, J.A. Revisiting the issue of the credibility of simulation studies in telecommunication networks: Highlight-
ing the results of a comprehensive survey of IEEE publications. IEEE Commun. Mag. 2014, 52, 218–224. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1109/TMC.2017.2672994
http://dx.doi.org/10.1007/s11276-016-1330-z
http://dx.doi.org/10.1016/S1665-6423(13)71568-2
http://dx.doi.org/10.15803/ijnc.2.1_18
http://dx.doi.org/10.3390/electronics11050754
http://dx.doi.org/10.1007/s11276-022-03153-z
https://www.england.nhs.uk/wp-content/uploads/2018/10/ambulance-response-programme-review.pdf
https://www.england.nhs.uk/wp-content/uploads/2018/10/ambulance-response-programme-review.pdf
http://dx.doi.org/10.1109/49.840210
http://dx.doi.org/10.1016/j.comcom.2011.04.003
http://dx.doi.org/10.1109/MCOM.2014.6815915

	Introduction
	Related Work
	Proposed Frame Aggregation with Block Acknowledgment Mechanism
	Revisiting MP-EDCA
	The MP-EDCA Approach
	Limitations of MP-EDCA

	The FASBA Approach

	Analytical Model for FASBA
	Throughput Analysis
	Mean Delay

	Performance Evaluation
	Results and Discussion
	Throughput Performance
	Mean Delay Performance
	Packet Retransmission

	Conclusions
	References

