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Abstract

Background: The integration of artificial intelligence (AI) into healthcare research has
the potential to enhance research capacity, streamline protocol development, and reduce
barriers to engagement. Medway NHS Foundation Trust identified a plateau in homegrown
research participation, particularly among clinicians with limited research experience. A
generative AI-driven chatbot was introduced to assist researchers in protocol development
by providing step-by-step guidance, prompting ethical and scientific considerations, and
offering immediate feedback. Methods: The chatbot was developed using OpenAI’s
GPT-3.5 architecture, customised with domain-specific training based on Trust guidelines,
Health Research Authority (HRA) requirements, and Integrated Research Application
System (IRAS) submission protocols. It was deployed to guide researchers through protocol
planning, ensuring compliance with ethical and scientific standards. A mixed-methods
evaluation was conducted using a qualitative-dominant sequential explanatory design.
Seven early adopters completed a 10-item questionnaire (5-point Likert scales), followed
by eight free-flowing interviews to achieve thematic saturation. Results: Since its launch,
the chatbot has received an overall performance rating of 8.86/10 from the seven survey
respondents. Users reported increased confidence in protocol development, reduced
waiting times for expert review, and improved inclusivity in research participation across
professional groups. However, limitations in usage due to free-tier platform constraints
were identified as a key challenge. Conclusions: AI-driven chatbot tools show promise
in supporting research engagement in busy clinical environments. Future improvements
should focus on expanding access, optimising integration, and fostering collaboration
among NHS institutions to enhance research efficiency and inclusivity.

Keywords: AI-driven research; chatbot assistance; clinical protocol development; healthcare
innovation; research inclusivity
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1. Introduction
The advancement of healthcare research is crucial for driving innovation, improving

patient outcomes, and ensuring evidence-based clinical practice [1]. However, promoting a
research-oriented culture within healthcare institutions presents steep challenges, particu-
larly in empowering clinicians who are new to research with the necessary support and
guidance [2]. Recent systematic reviews have highlighted that AI applications in clinical
research are rapidly expanding, with particular promise in protocol development and re-
search methodology guidance [3,4]. Developing a scientifically sound and ethically robust
research protocol requires extensive expertise and time—resources that many clinicians
find difficult to allocate alongside their primary clinical responsibilities [5]. As a result,
many healthcare institutions struggle to sustain a steady increase in homegrown studies,
despite various strategic interventions aimed at fostering research activity.

The complexity of research design and protocol development presents a major barrier
for new researchers [6]. Digital health interventions, including AI-powered tools, have
shown potential in addressing these barriers by providing structured guidance and reduc-
ing dependency on limited human resources [7,8]. Many aspiring researchers need exten-
sive guidance in research methodology, ethical considerations, and regulatory frameworks,
in structuring a rigorous study proposal [9]. Traditionally, research-active institutions have
sought to bridge this gap by providing training workshops, one-on-one consultations, and
mentoring [10]. However, while effective, such approaches are often limited by resource
constraints, particularly as the number of new researchers increases [11]. The iterative
nature of protocol development necessitates researchers to navigate multiple rounds of
feedback, leading to delays and placing additional pressure on research support teams [12].

It is within this context that Medway NHS Foundation Trust has recognised the
promotion of homegrown research as a key strategic direction in establishing itself as a
leader in healthcare research. Despite intense efforts to promote research engagement, the
number of homegrown studies had plateaued, indicating the presence of a bottleneck in
the research development process. A root cause analysis revealed that human resource
constraints in providing one-on-one guidance in developing research protocols presented
an obstacle, while delays were seen to be due to extensive to-and-from communications in
revising the protocols [13].

A series of discussions were held with experienced researchers who had success-
fully built extensive research portfolios, as well as with aspiring researchers who were
attempting to develop their first studies to better understand these challenges [14]. These
discussions highlight that while guidance was available, the demand for expert input far
exceeded the availability. New researchers needed support at various stages of protocol
development, resulting in prolonged waiting times for feedback. Additionally, despite
repeated consultations, common mistakes and oversights persisted in subsequent versions
of research protocols, requiring numerous re-iterations [15].

Given the need for a scalable and efficient solution, Medway NHS Foundation Trust
explored the potential of using generative artificial intelligence (AI), specifically a Large
Language Model (LLM), to assist researchers in developing study protocols. The introduc-
tion of AI-based guidance was proposed as a means to provide researchers with real-time
support in designing their study protocols [16,17]. However, several concerns were iden-
tified, including the risk of over-reliance on AI-generated suggestions, potential ethical
issues, breaches of confidential/proprietary information, and the possibility of misleading
research guidance. These concerns required a cautious approach to AI integration, ensur-
ing that the AI tool was more of a supportive tool rather than a replacement for human
oversight [18,19].
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To address these challenges while mitigating risks, it was decided to train an LLM
specifically for the purpose of guiding researchers through the research design process,
prompting them to explore salient scientific and ethical considerations [20,21]. The model
was designed to prompt researchers to consider key scientific and ethical considerations at
every decision point, without independently generating entire research protocols. Instead, it
would function as an interactive assistant, offering tailored guidance to enhance researchers’
understanding of study design principles. Additionally, to safeguard against erroneous
AI-generated suggestions, the chatbot would be involved early in the research process,
assisting researchers in drafting initial protocol versions that would subsequently undergo
review by senior research facilitators.

The rationale behind this report is to address the identified barriers to homegrown
research engagement at Medway NHS Foundation Trust by leveraging AI-driven support
mechanisms. By implementing a customised LLM to assist new researchers in developing
their study protocols, the institution aims to enhance research inclusivity, streamline the
early-stage protocol drafting process, and reduce the burden on research facilitators. The
primary research question guiding this study was: “Does AI-assisted guidance improve
the quality, efficiency, and accessibility of research protocol development among clinicians
with varying levels of research experience?” The primary goal of this initiative was to
empower new researchers with the basic knowledge required to compile an ethically and
scientifically sound study protocol, contributing to a more equitable and self-sustaining
research culture within the institution.

Related Work

The acceptance and implementation of AI-driven chatbots in healthcare settings has
been increasingly studied, providing important context for our research protocol devel-
opment application. Nadarzynski et al. [22] conducted a comprehensive mixed-methods
study exploring healthcare professionals’ willingness to engage with AI-led health chatbots,
finding moderate acceptability (67%) among participants. Their research identified key
barriers including concerns about accuracy, cyber-security, and the inability of AI systems
to demonstrate empathy, while acceptability was positively correlated with perceived
utility, positive attitudes, and trustworthiness. These findings highlight the importance of
addressing user concerns and optimising user experience for successful AI implementation.

In the medical education context, Kaur et al. [23] explored chatbot applications during
the COVID-19 pandemic, identifying five key themes: chatbot utility as clinical simulation
and revision tools, differential usefulness across medical school year groups, standard-
isation benefits for education and assessment, and implementation challenges. Their
qualitative analysis revealed that both students and staff recognised clear benefits from
chatbot use in medical education, though they documented significant limitations that
required careful consideration during development and deployment.

Physician perspectives on healthcare chatbots were systematically examined by Palan-
ica et al. [24] in a cross-sectional survey of 100 US practitioners. While physicians acknowl-
edged administrative benefits, particularly for scheduling appointments (78%), locating
health clinics (76%), and providing medication information (71%), they expressed substan-
tial concerns about chatbots’ inability to address all patient needs (76%), lack of human
emotional understanding (72%), and risks associated with patient self-diagnosis (74%).
These studies collectively demonstrate that while AI chatbot applications in healthcare
show promise, successful implementation requires careful attention to user acceptance fac-
tors, specific use-case limitations, and the critical importance of human oversight. Our work
builds upon these findings by implementing a carefully supervised AI assistant specifically
designed for research protocol development in resource-constrained clinical environments.
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2. Methods
The AI-driven research assistance solution was designed to be a collaborative effort

involving multiple stakeholders. Experts in research methodology, statisticians, data science
professionals, sponsor representatives, and clinicians were all engaged in the planning and
implementation phases. This multidisciplinary approach was essential to ensure that the
final solution met both technical and practical research needs while aligning with ethical
and regulatory standards.

2.1. Chatbot Design and Development

The chatbot was built using AI, specifically leveraging OpenAI’s GPT-3.5 architecture
through the free-tier ChatGPT service. ChatGPT is a variant of the Generative Pre-trained
Transformer (GPT) models, designed to generate human-like text responses based on input
queries. The model, pre-trained on a broad dataset, was further fine-tuned with specific
datasets to enhance its ability to provide contextually relevant responses tailored to research
protocol development.

2.2. Domain-Specific Training

To ensure the chatbot could provide accurate and relevant guidance, a domain-specific
training approach was adopted. Trust guidelines and standard templates used in proto-
col development (including the trust’s Research Protocol Template, Standard Operating
Procedures for research governance, and Clinical Research Network guidelines) were re-
viewed to identify critical considerations for different research methodologies (quantitative,
qualitative, mixed-methods, and pilot studies). Publicly available Health Research Author-
ity (HRA) guidelines and questions used in the Integrated Research Application System
(IRAS) portal were also analysed to compile essential ethical and scientific factors. The
compiled list was then validated through discussions with research facilitators to ensure
that no critical aspects had been overlooked. Further scrutiny was carried out through
consultations with clinicians, research practitioners, and facilitators responsible for review-
ing homegrown study protocols within the trust. These discussions refined the chatbot’s
ability to prompt users to address key scientific and ethical considerations at each stage of
research planning.

A flowchart was designed to outline the structured guidance provided by the chat-
bot. The process was mapped according to different research methodologies, ensuring
that researchers were prompted to consider relevant ethical and scientific aspects at each
stage. The chatbot’s behavioural instructions were customised to fit the constraints of the
model’s training length, which led to the development of three sequential chatbots that
guided researchers from the initiation of protocol development to the completion of the
methods section.

2.3. Alpha-Testing

The chatbot was pretested using a range of case scenarios that included researchers
with varying levels of experience (novice researchers with <1 year experience, intermediate
researchers with 1–5 years experience, and experienced researchers with >5 years experi-
ence), from those proficient in research design to those with minimal prior exposure. The
conversations were systematically analysed by experts in research methodology to assess
the accuracy of responses, the extent to which ethical considerations were incorporated,
and the logical progression of guidance. Following this testing phase, adjustments were
made to the chatbot’s behavioural instructions to prevent recurring errors.
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2.4. Risk Mitigation

One of the key challenges in designing the AI-driven research assistant was ensuring
that it did not take over the research design process, which could lead to ethical concerns.
To prevent this, the chatbot was programmed to serve strictly as a prompting tool, ensuring
that the researcher remained the primary decision-maker at every stage. The chatbot’s
role was limited to guiding users by providing relevant ethical and scientific consider-
ations, ensuring that human judgement and expertise remained central to the research
planning process.

Concerns regarding the accuracy of AI-generated content were also addressed. Despite
extensive training and customisation, there remained a risk that the chatbot could produce
incorrect or misleading information. This risk was mitigated by integrating the chatbot early
in the research development process, ensuring that all AI-assisted drafts were subsequently
reviewed by expert reviewers within the trust. The review process allowed facilitators to
identify and address any inaccuracies before the protocol was finalised. The researcher
was then required to revise the protocol based on feedback before receiving a letter of
“Sponsorship in Principle” from the Research and Innovation (R&I) department.

2.5. Ethics Approval and Data Protection

The evaluation of the tool was registered with the trust’s Quality Improvement Unit as
a service evaluation/usability audit that involved only NHS staff completing an anonymous
online questionnaire about their experience of an in-house digital tool. No patient data
were collected, no change was made to clinical care, and the findings were intended solely
to inform local process improvement. Under the Health Research Authority (HRA) decision
tool, this work therefore falls outside the remit of “research” that requires Research Ethics
Committee (REC) review and Integrated Research Application System (IRAS) approval.
All user data was anonymised, and no personally identifiable information was stored
or processed.

2.6. Evaluation Metrics

A structured questionnaire was designed to assess the user experience with the chatbot.
Consultative discussions with stakeholders were conducted to determine key evaluation
criteria, which included functionality (defined as the chatbot’s ability to provide relevant
prompts), usability (ease of interaction and navigation), impact (perceived improvement in
protocol development confidence), and overall satisfaction (general user experience rating).
Questions were formulated to specifically evaluate each of these domains while ensuring
the content validity of the evaluation tool.

The complete 10-item questionnaire included the following questions using 5-point
Likert scales (1 = Strongly Disagree, 5 = Strongly Agree):

1. The chatbot met my expectations for research protocol guidance.
2. The chatbot was easy to interact with and navigate.
3. The responses provided were clear and easy to understand.
4. The suggestions offered were relevant to my research needs.
5. The chatbot helped improve my confidence in protocol development.
6. I would recommend this tool to fellow researchers (1 = Extremely Unlikely, 10 =

Extremely Likely).
7. The step-by-step guidance was helpful throughout the process.
8. The chatbot addressed key ethical considerations adequately.
9. The tool saved time compared to traditional consultation methods.
10. Overall, I am satisfied with the chatbot’s performance (1 = Extremely Dissatisfied,

10 = Extremely Satisfied).
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The chatbot evaluation was structured to assess each of the three sequential chatbots
separately before evaluating the tool as a whole. The questionnaire was pretested among a
group of clinical healthcare workers to identify any ambiguities or misinterpretations in
the questions. Corrections were made based on user feedback, and further refinements
were introduced to enhance clarity. A pilot test was conducted with an initial group of five
respondents before wider dissemination among researchers who were introduced to the
chatbot tool. The audit was then registered with the Quality Improvement Unit of the trust
for systematic assessment and review.

2.7. Study Design and Sample Size Rationale

The large language model (LLM) assistant we evaluated has no direct antecedent.
Therefore, our overriding goal was surfacing unforeseen benefits, hazards and workflow
frictions rather than statistical generalisation. In order to accomplish that, we adopted a
qualitative-dominant sequential explanatory mixed-methods design featuring brief, infor-
mal, unstructured interviews following a survey conducted on a small sample. Seven early
adopters completed the 10-item questionnaire (5-point Likert scales) that yielded headline
usability metrics. To enrich and contextualise these findings, we then conducted eight
free-flowing conversations to allow participants to “think aloud” to raise issues a scripted
guide might never touch. These proved sufficient for thematic saturation. Expanding
the quantitative arm would have yielded diminishing returns, whereas expanding the
conversational arm ensured the nuanced, context-rich insights needed to refine both the UI
and the underlying prompt engineering before a larger-scale trial.

3. Results
Since its launch on 5 September 2024, the chatbot tool has received an overall perfor-

mance rating of 8.86 out of 10 from seven survey respondents. All users who interacted
with the tool agreed that it met their expectations and expressed willingness to recommend
it to fellow researchers. The likelihood of a recommendation was rated at 9.57 out of 10,
where 1 indicated extreme unlikelihood and 10 indicated extreme likelihood to refer the
tool to others. Users unanimously agreed that the chatbot system was easy to interact with
and provided clear, structured instructions throughout the research protocol development
process. They also found the responses easy to comprehend, with suggestions that were
both relevant and useful. Satisfaction levels were notably high, with all users expressing
overall satisfaction with the chatbot’s performance. Among the seven respondents, 57%
(n = 4) reported being extremely satisfied with the experience. Figure 1 illustrates user rat-
ings for the AI chatbot, showing high scores in performance, likelihood to recommend, and
overall satisfaction, indicating strong user approval and effectiveness in research support.

3.1. Respondent Demographics

Due to the small sample size, detailed demographic data that could compromise the
anonymity of the participants as they could increase the risk of re-identification, including
the exact role, experience levels, and the setting, were not captured. This was important in
the initial survey round, as any compromise in anonymity would have potentially resulted
in a bias where the agency responsible for designing and deploying the tool was directly
involved in evaluation. However, as detailed in Table 1, general categories showed that
professionals from various fields engaged with the chatbot, including physicians (n = 3),
nurses (n = 2), senior research practitioners (n = 1), and allied health professionals (n = 1).
Among those who provided feedback, 71% (n = 5) were affiliated with Medway NHS
Foundation Trust, while 29% (n = 2) were external researchers. Their experience in research
varied, ranging from less than one year to 14 years.
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Figure 1. User satisfaction ratings.

Table 1. Summary of survey respondents.

Characteristic Number (%)

Professional Role

Physicians 3 (43%)

Nurses 2 (29%)

Senior Research Practitioners 1 (14%)

Allied Health Professionals 1 (14%)

Affiliation

Medway NHS Foundation Trust 5 (71%)

External Researchers 2 (29%)

Research Experience

<1 year 2 (29%)

1–5 years 3 (43%)

>5 years 2 (29%)

3.2. Qualitative Feedback

User feedback collected through the eight structured interviews highlighted the chat-
bot’s effectiveness in providing immediate, accessible support throughout the research
planning process. A recurring theme was the sense of empowerment that users experienced
due to the chatbot’s structured step-by-step guidance in compiling research protocols. This
was particularly evident among early-career researchers who reported that the chatbot
helped demystify the research process, making it more approachable and manageable.
Many of these users noted that the knowledge acquired from interacting with the chat-
bot could be applied to future research endeavours, fostering increased confidence in
undertaking new projects independently.
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Experienced researchers, on the other hand, appreciated the chatbot’s ability to func-
tion as an interactive template that ensured all critical points in research design were
addressed. A key benefit cited by this group was the potential for time savings, which was
particularly valuable given their need to balance research responsibilities with demanding
clinical workloads. The chatbot’s structured prompts allowed them to efficiently refine
their protocols without overlooking essential components, ultimately streamlining the
planning process.

Despite its positive reception, a notable drawback identified by regular users was the
constraint on extended conversations due to limitations associated with the free version
of ChatGPT. Some users expressed frustration over the imposed usage limits, particularly
when they were working under tight deadlines. They noted that having to wait several
hours after reaching the prompt limit disrupted their workflow and, at times, delayed their
progress in protocol development.

3.3. Limitations and Self-Selection Bias

It is important to acknowledge potential self-selection bias in our results, as only users
who engaged with the chatbot and chose to participate in the evaluation provided feedback.
This may have resulted in more positive ratings than would be observed in a mandatory
evaluation. Additionally, the short evaluation period limits our ability to assess long-term
effectiveness and user retention.

4. Discussion
The integration of AI-driven assistance in research protocol development through the

chatbot demonstrated significant benefits, particularly for clinicians new to research [25].
The results from our study highlight the chatbot’s potential in addressing long-standing
barriers to research engagement, including access to timely guidance, confidence-building,
and inclusivity in the research process. One of the most notable successes of the chatbot
was instant feedback, which significantly improved workflow efficiency for researchers,
as noted in previous findings [26,27]. Traditionally, new researchers often rely on expert
mentors or research facilitators, leading to delays due to the high demand for their in-
put [6]. This challenge has been widely documented in healthcare research, where the
limited availability of research mentors has slowed down study development [28]. By
providing immediate guidance, the chatbot eliminated bottlenecks and reduced waiting
times, allowing researchers to progress with protocol development independently.

Another key benefit was the empowerment of researchers, especially those with
limited prior experience in clinical research. Research mentorship studies have shown
that early-career researchers benefit significantly from structured, scaffolded learning ex-
periences [9,10]. The chatbot played a similar role, offering a structured step-by-step
process while prompting researchers to think critically about ethical and scientific con-
siderations [29,30]. By limiting its function to offering guidance rather than designing
research protocols independently, the chatbot ensured that researchers retained agency
in the research process. This approach aligns with recommendations from AI ethics lit-
erature, which emphasises the importance of human oversight in AI-assisted decision
making [19,31].

Our designed chatbot also contributed to inclusivity in homegrown research, broaden-
ing participation beyond experienced researchers. Traditionally, clinical research studies
were predominantly designed by physicians, while other healthcare professionals such as
nurses and allied health professionals have had lower engagement in designing research
projects. Our chatbot facilitated a more balanced research landscape by providing accessible
guidance to these underrepresented groups, a concern noted in recent literature [32,33].
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Data from Medway NHS Foundation Trust showed that nearly one-third of homegrown
research was led by non-physician researchers after the chatbot’s introduction, suggesting
a shift towards a more inclusive research culture.

4.1. AI Biases and Validation Challenges

Despite these advantages, several limitations merit discussion. AI biases represent
a significant concern in any LLM application [34]. During our validation process, we
identified instances where the chatbot provided responses that reflected biases present in
its training data, particularly regarding research methodologies favoured in high-income
settings. To address this, our expert review process specifically examined AI-generated
suggestions for cultural and methodological biases, with facilitators trained to identify and
correct such issues before protocol finalisation.

The usage constraints imposed by OpenAI’s free-tier access presented a significant
challenge [35]. Many researchers relied on the free version, which limited conversation
length and required a cooling-off period before resuming interactions. This challenge
disproportionately affected novice researchers who needed longer conversations to refine
their protocols. Existing research on AI accessibility in professional settings has highlighted
similar concerns, with studies noting that limited AI access hinders workflow continuity
and user experience [12,13]. While these constraints did not impact most clinicians who
could only dedicate short bursts of time to research, those working under tight deadlines
found it disruptive to their progress.

4.2. Cost–Benefit Analysis and Scalability

The cost–benefit trade-offs of different implementation approaches require careful
consideration. ChatGPT Enterprise would cost approximately GBP 20 per user per month,
which for a trust with 200 potential research users would represent GBP 48,000 annu-
ally. API-based integration offers more flexible pricing at approximately GBP 0.002 per
1000 tokens, potentially reducing costs for light users but requiring significant upfront IT
infrastructure investment. Open-source LLMs like Llama 2 would eliminate licencing costs
but require substantial technical expertise and computational resources, with estimated
development costs of GBP 50,000–100,000 and ongoing maintenance requirements [36].

4.3. Generalisability to Resource-Constrained Settings

While our findings are promising within the NHS context, their applicability to
low-resource settings requires consideration. The chatbot’s reliance on stable internet
connectivity and English-language prompts may limit its utility in settings with infras-
tructure constraints or non-English speaking populations. However, the core principle of
AI-assisted research guidance could be adapted with appropriate localisation and infras-
tructure support [37].

5. Future Direction and Recommendations
Given the overwhelmingly positive feedback from users and the challenges posed

by AI access limitations, several solutions have been explored to enhance the chatbot’s
effectiveness. After discussions with subject matter experts and stakeholders, three primary
options were considered for overcoming the identified obstacles:

5.1. Short-Term Implementation Strategy

Implementing API-based integration with Medway’s intranet as an immediate mea-
sure would ensure the continuity of chatbot usage while addressing accessibility issues.
A pilot phase with a limited user group can be launched to evaluate effectiveness and
cost efficiency.
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5.2. Long-Term Strategic Planning

Exploring the feasibility of adopting ChatGPT Enterprise should be prioritised in
discussions with hospital administration, balancing cost considerations with research
productivity benefits. In parallel, feasibility studies for developing a custom chatbot
using open-source LLMs should be initiated to determine whether this is a viable long-
term alternative.

5.3. Capacity Building and Training

Training sessions should be conducted for researchers to optimise chatbot usage.
Providing guidance on structuring interactions efficiently could mitigate some of the
limitations associated with free-tier usage in the interim.

5.4. Monitoring and Evaluation Framework

Continuous assessment of chatbot effectiveness through periodic feedback collection
will help refine the tool’s functionality and ensure alignment with evolving research needs.
Establishing a dedicated oversight team to manage AI research support initiatives would
further enhance sustainability.

5.5. NHS-Wide Adoption Strategy

For broader NHS implementation, we recommend establishing pilot partnerships
between 3 and 5 NHS trusts to evaluate cross-institutional effectiveness. This should include
standardised evaluation metrics, shared training resources, and collaborative refinement of
prompt engineering based on diverse institutional needs.

6. Strengths and Limitations of the Report
6.1. Strengths

One of the key strengths of this report is its comprehensive evaluation of AI-assisted
research guidance. The study systematically assessed the chatbot’s impact on research
accessibility, efficiency, and inclusivity, providing both quantitative and qualitative insights.
The combination of structured survey data and user feedback ensures that the findings are
not only statistically significant but also contextually relevant to the challenges faced by
new researchers.

Another strength is the real-world applicability of the findings. Unlike theoretical
discussions on AI in research, this study is grounded in actual implementation within
a healthcare setting. The report provides valuable insights for institutions considering
AI-based solutions to support research engagement, particularly in environments where
mentorship and expert review resources are limited. The chatbot’s ability to bridge knowl-
edge gaps and facilitate research participation among non-physician professionals further
highlights its practical significance.

6.2. Limitations

Despite its strengths, the report has some limitations that should be acknowledged.
One primary limitation is the reliance on a single AI model (GPT-3.5) for chatbot implemen-
tation. While the model was customised for research guidance, its responses remain subject
to inherent biases and limitations associated with large language models. The chatbot’s
knowledge is restricted to pre-existing datasets, and it may not always reflect the latest
updates in research regulations or specific institutional guidelines.

Another limitation is the restricted evaluation period, as the chatbot had only been
in use for approximately two months at the point of assessment. While initial findings
are promising, longer-term studies are necessary to determine the sustained impact of
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AI-driven research assistance on protocol quality, research completion rates, and user
confidence over time. Future research should incorporate longitudinal studies to assess
how engagement evolves as more users adopt the tool.

7. Conclusions
The implementation of a generative AI-driven chatbot tool for research protocol

development at Medway NHS Foundation Trust has demonstrated its effectiveness as a
valuable support system for healthcare professionals, particularly those new to research. By
providing structured step-by-step guidance, prompting researchers to consider key ethical
and scientific elements, and offering immediate feedback, the chatbot significantly reduced
the long-standing issue of waiting times for expert support. This, in turn, empowered users
to develop research protocols with greater confidence and efficiency.

The strong uptake among a diverse range of healthcare professionals reflects the chat-
bot’s success in bridging gaps in research capacity and fostering a more inclusive research
environment. Previously, homegrown research was largely physician-led, but the tool has
enabled broader participation, particularly among nurses, allied health professionals, and
senior management. This shift represents a meaningful step toward democratising research
engagement within the trust.

Despite these successes, challenges remain. The primary limitation identified was the
restricted access due to platform-imposed usage constraints, which affected researchers
requiring longer conversations for protocol refinement. This underscores the need for
continued investment in scalable AI solutions tailored to institutional research needs.
However, the success of this chatbot initiative demonstrates the potential for LLM-
driven tools to become an integral part of research and innovation strategies within busy
clinical environments.

8. Call to Action
The positive outcomes of this initiative call for further exploration and collaboration

among researchers, healthcare administrators, and technology providers. NHS organi-
sations are encouraged to consider adopting similar AI-based tools to enhance research
capacity, improve accessibility, and promote inclusivity in research. By sharing insights,
experiences, and technical expertise across different NHS trusts, institutions can collec-
tively accelerate the development and refinement of AI-driven research support tools.
Addressing shared barriers through collaborative learning and technology deployment
will ensure that researchers across the healthcare system have access to efficient, scalable
support mechanisms.

Additionally, this initiative at Medway NHS Foundation Trust serves as a compelling
example of how AI can be thoughtfully integrated into research environments while
maintaining human oversight. As AI technologies continue to evolve, ongoing ethical
considerations and user-centred refinements must remain at the forefront of development
efforts. Ensuring that AI-driven solutions complement rather than replace human expertise
will be key to sustaining trust and effectiveness in clinical research settings.

By investing in scalable, user-friendly AI tools, healthcare organisations may enable
their workforce to conduct ethically sound, scientifically rigorous research, ultimately
leading to evidence-based improvements in patient care. This initiative demonstrates that
when properly designed and implemented, AI has the potential to transform research
processes, making them more accessible, efficient, and inclusive.
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