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Abstract
The research landscape surrounding Generative 
Artificial Intelligence (GenAI) and education is rap-
idly expanding, characterised by a dynamic array of 
themes and sub-themes. This paper aims to con-
struct a comprehensive taxonomy that categorises 
the current literature on the integration of GenAI in 
educational settings. To do so, a systematic analysis 
was conducted first, which filtered and selected 30 
pieces of literature. Within this literature, 369 phrases 
were identified, which culminated in the development 
of 5 overarching themes and 38 sub-themes. These 
themes within the systematic review ran parallel to 
a taxonomy that was developed from them, which 
subsequently revealed a tension between them. 
Emphasising an interpretivist approach, this research 
acknowledges the subjective nature of knowledge 
formation and interpretation, enhancing understand-
ing of the complex interplay between GenAI and 
educational practices, with a predominant focus on 
GenAI in higher education. Unlike previous literature 
reviews, this paper presents a subsequent taxonomy 
derived from the systematic review, which holds an 
original narrative: that a critical tension exists between 
technical discussions of GenAI and the pedagogical 
realities faced by educators. This taxonomy presents 
evidence that supports a notion that the fledging field 
of ‘GenAI and education’ research has two develop-
ing strands: the technical and the pedagogical. Not 
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INTRODUCTION

Educational practices in the twenty-first century have been characterised by often rapid 
advancements driven by the continuous emergence of new technologies. These technolo-
gies often serve as amplifiers of learning processes, significantly enhancing the educational 
experience by providing new tools and methods for teaching and learning (Petersen, 2021; 
Toyama, 2015). One of the most transformative of these recent technological developments 
is the advent of complex machine learning systems, which are commonly referred to as 
‘Artificial Intelligence’ (AI) (Baidoo-Anu & Owusu Ansah, 2023; Hu, 2022). While this trend is 
apparent across all educational sectors, the academic work reviewed in this paper predomi-
nantly examines higher educational settings, but the findings can be applied with a certain 
degree across different sectors.

Despite the widespread influence of AI, there remains no universally accepted defini-
tion of the term (Niemi, 2021; Niemi et al., 2022; Roschelle et al., 2020). However, there 
is a consensus that any definition of AI must involve the concept of replacing human 

only are these two strands of foci emerging within the 
literature, but there is also a growing disconnect or 
void between the two. Without addressing this almost 
‘siloed’ growth, conversations about GenAI's role 
in education risk becoming overly abstract, lacking 
practical relevance for educators. By illuminating this 
tension, this research invites further exploration into 
how educators can navigate the evolving landscape 
of GenAI in their classrooms.

K E Y W O R D S
education, Generative Artificial Intelligence (GenAI), pedagogy, 
taxonomy

Key insights

What is the main issue that the paper addresses?

The paper addresses the identified disconnect between technical advancements in 
Generative Artificial Intelligence (GenAI) and the pedagogical implications for edu-
cators in educational settings, highlighting the need for integrated discourse that 
bridges these two strands of research.

What are the main insights that the paper provides?

The paper provides a comprehensive taxonomy of themes and sub-themes in GenAI 
and education literature, revealing a critical tension between technical and pedagog-
ical perspectives, and underscores the importance of interdisciplinary collaboration 
to enhance the practical integration of GenAI in educational practices.
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roles with machines or artificial entities (Richter et  al.,  2019; Roschelle et  al.,  2020; 
Stone et al., 2016). This replacement is seen in systems that can perform tasks autono-
mously, thereby reducing the need for human intervention (Richter et al., 2019; Roschelle 
et al., 2020; Stone et al., 2016). For a machine to be classified as AI, it must therefore 
be capable of executing tasks that typically require human intelligence, encompassing 
abilities such as perception, representation, reasoning, learning, interaction and im-
pact (Holland, 2020). This paper focused on a form of AI known as ‘GenAI’ and, for the 
purposes of this paper, ‘GenAI’ can be understood as a shortened form of Generative 
Artificial Intelligence. GenAI is therefore a form of AI that can create, produce or ‘gen-
erate’ digital content (e.g., text) based on data input from a user (Grasse et al.,  2023; 
Richter et al., 2019; Stone et al., 2016).

The objective of this paper was to conduct a systematic review of the increasing litera-
ture that focuses on the integration of AI in the field of education. This review then led to 
the production of a taxonomy of parallel themes and sub-themes that are present among 
the literature that was systematically selected for analysis. The results of such an analysis, 
which will be discussed in more depth in later parts of the paper, revealed a compelling nar-
rative: that the fledgling field of research on ‘GenAI and education’ has a probable chance 
of splitting into two sub-divisions. The analysis conducted found that there are those within 
the field who are focusing on AI in an educational setting, and those who are focusing on 
what education will look like in the age of GenAI. There is also an argument to be made that 
those wishing to explore the more technically advanced workings of GenAI within educa-
tional settings may find themselves unable to produce all-encompassing conclusions if their 
work lacks due consideration of GenAI's application within set pedagogical contexts and 
real-world scenarios.

RESEARCH AIMS, OBJECTIVES AND QUESTIONS

While other authors have also conducted systematic reviews of the literature (Ogunleye 
et al., 2024; Samala et al., 2025; Yusuf et al., 2024), often on a larger scale than this 
paper, the originality of this review is that it led to the production of a subsequent tax-
onomy that contributes a novel framework addressing a specific gap in the existing 
literature, unexplored before, thereby providing valuable insights that warrant further 
exploration. The identified disconnect between two opposing stances within the current 
research field of ‘GenAI and education’, unearthed by this taxonomy, acts as a rationale 
for its existence among the works of other researchers. This encapsulates the growing 
complexity of available literature (Masjel et al., 2024) on ‘GenAI and education’, charac-
terised by rapid technological advancements (Jovanović & Campbell, 2022), making it a 
subject of relevance.

Research questions

1.	 How can the themes and sub-themes systematically identified in the literature be 
categorised and organised into a coherent taxonomy?

2.	What are the existing research gaps, trends and insights in the literature that focuses on 
the integration of AI in education, and how can these findings inform the current under-
standing of this rapidly evolving field?

3.	Based on the taxonomy developed from the systematic analysis of the literature, what rec-
ommendations can be proposed for future research directions and practical implications 
in the context of integrating AI in educational practices?
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‘GenAI and education’ literature

To address these research questions, it is first pertinent to comprehend a brief history 
of this fledging area of academic inquiry. Within the wider field of GenAI research, there 
has been a substantive focus on providing comprehensive explanations (Buchanan & 
Shortliffe,  1984; Chakraborty et  al.,  2017; Clancey, 1981; Core et  al.,  2006), often 
in order to make GenAI a more accessible concept for non-specialists. As the 
field of research has evolved, explanations have become more specific along dif-
ferent lines of inquiry (Alonso et al., 2018; Doshi-Velez & Kim, 2017). With regard to 
the field of ‘GenAI and education’, there has been a focus on the importance of expla-
nations of AI systems (Hoffman et al., 2018; Lipton, 2016). Researchers have explored 
how enhancing the understanding of these tools can lead to easier usage, improved 
decision-making and better problem-solving performance (Hoffman & Klein,  2017; 
Molnar, 2018; Nataksu, 2004).

Numerous studies have put forward recommendations on creating explanations 
(Byrne, 1991; Kass & Leake, 1987; Khemlani & Johnson-Laird, 2012; Sørmo et al., 2005), 
organising them into categories, or outlining the characteristics of explanations. This focus 
of producing developed explanations has been a central theme in various research papers 
over the years (Felten, 2017; Kulesza et al., 2013; Swartout et al., 1991; Van Der Linden, 
2002). Additionally, there has been significant exploration of the application of analogies to 
enhance reasoning (Gentner et al., 2001; Hoffman et al., 2009) in computer science, phi-
losophy of science and psychology (Keil et al., 2004). Computational systems for mapping 
coherent structures have been developed and assessed (Cañas et al., 2003), with efforts to 
evaluate the quality of these analogies.

These explanations have often incorporated—either as their main novelty or as one 
of numerous foci—a ‘mental model’, that is, a representation formed by an individual to 
understand complex systems (Caroll & Olson, 1987; Gentner & Stevens, 1983; Johnson-
Laird, 1980). Drawing upon a separate field of research entirely, these mental models are 
simplified abstractions based on domain-specific concepts and principles (Byrne, 2002; 
Friedman et  al.,  2018). Research has investigated how these mental models are cre-
ated and assessed (Wilson & Rutherford, 1989), particularly in relation to explainable AI 
(Felten, 2017).

Rationale

Moving away from this historical retrospective analysis of the literature's progression, the 
purpose of this paper is to provide a scholarly account of the current landscape of literature, 
particularly literature with direct relations to the search phrase ‘GenAI and education’. This 
has been done in a novel way, using a systematic review of the literature to inform the crea-
tion of a taxonomy of parallel themes and sub-themes. Contemporary literature (published 
post-2013) on ‘GenAI and education’ has a relatively high degree of complexity and there-
fore an appropriate manner in which to present a synthesis of its themes and sub-themes is 
through a subsequent taxonomy.

A taxonomy, by definition, is a ‘technique of classification into ordered categories’ (Dicti​
onary.​com) that often follows a hierarchical structure (Knight, 2017) and is developed to 
organise a form of complex information (Carper & Snizek, 1980; Gillenson et al., 2000; 
Mace, 2004). The precedent for synthesising and presenting information in the form of 
taxonomy in education has been set by taxonomies such as Bloom's (1956) and the SOLO 
taxonomy (Biggs & Collis,  1982). Both of these taxonomies structure knowledge in a 
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hierarchical manner (Seemiller & Whitney,  2020), and the one presented in this paper 
follows a similar model of construction.

The growing amount and complex landscape of current literature on AI (Masjel 
et  al.,  2024) warrants the production of this taxonomy. According to the Center for 
Security and Emerging Technology  (2023), there were 242,290 publications worldwide 
in 2022 that contained AI and 81.07% of these were on the topic of ‘education’ (Center 
for Security and Emerging Technology, 2023). This represented an enormous majority 
share of recent publications, with the second most prevalent additional topic alongside 
AI being ‘industry’, at 7.89% of all total publications (Center for Security and Emerging 
Technology,  2023). Systematic reviews of this literature have already been conducted 
(Ogunleye et al., 2024; Samala et al., 2025; Yusuf et al., 2024), yet what they fail to cap-
ture are the interconnections—or, as this paper argues, the distinct lack of interconnec-
tions—between identified themes and sub-themes present within the available literature. 
This is the very reason why the decision was made to construct a subsequent taxonomy 
based on the findings of the systematic literature review.

Ogunleye et al. (2024) used the PRISMA approach to analyse 625 papers, with 355 
meeting the inclusion criteria. They concluded that: there are no currently agreed-upon 
guidelines for the use of GenAI in higher education; there is a notable gap in understand-
ing how GenAI can be effectively integrated into educational curricula for assessments 
and teaching; and there is a necessity for interdisciplinary and multidimensional research 
to enhance awareness among stakeholders (Ogunleye et al., 2024). Yusuf et al. (2024) 
completed a systematic review of 407 publications from various databases to map the 
thematic landscape of GenAI in education. They concluded that: GenAI in education is 
currently conceptualised in several ways, such as a tool for pedagogical enhancement or 
professional development; there is a lack of research on GenAI's application in K-12 ed-
ucation, experimental studies exploring its impact and the examination of GenAI's poten-
tial ethical concerns—particularly concerning cultural dimensions; and future research 
needs to address the identified gaps to fully explore the potential of GenAI in educational 
contexts (Yusuf et al., 2024). In their scoping review, Samala et al. (2025) analysed 453 ar-
ticles, revealing that while the discourse surrounding GenAI's applications in educational 
settings has expanded, substantial gaps remain in understanding its effective integration 
and ethical implications (Samala et al., 2025). The taxonomy they propose categorises 
various themes, including applications, challenges and ethical considerations of GenAI 
in academia. Notably, their findings highlight the need for informed policies that address 
the ethical dimensions of GenAI usage in educational contexts, alongside the pressing 
call for interdisciplinary research to foster a nuanced understanding of its role in teaching 
and learning (Samala et al., 2025).

Methodology

Both large-scale systematic reviews note that there is a need for further research (Yusuf 
et al., 2024), particularly around the field of interdisciplinary and multidimensional research 
(Ogunleye et al., 2024; Samala et al., 2025). It is this very need that the subsequent taxonomy 
(and its findings) set forth in this paper, following a systematic review of the literature, aims 
to begin addressing. Employing an interpretivist paradigm (McChesney & Aldridge, 2019; 
Willis, 2007) with a novel focus on actively searching for linkages both within and between 
themes and sub-themes of analysed literature has provided a step forward in multidimen-
sional critical analysis that has produced insight into the future development of the ‘GenAI 
and education’ field of research itself.
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Systematic literature selection

To conduct this analysis, research on available databases (e.g., Springer Nature, Taylor 
& Francis Ltd, Wiley-Blackwell) was filtered using the PRISMA 2020 flow diagram (Page 
et al., 2021), which can be seen in Figure 1. From this comprehensive search, 30 articles 
were selected based on criteria of

•	 age range <10 years at the time of search
•	 language (English)
•	 peer-review status
•	 academic journal classification
•	 relevance to ‘education’ as the primary subject of the work.

F I G U R E  1   PRISMA 2020 flow diagram (Page et al., 2021).
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The decision to include only articles published post-2013 is based on the need to focus on 
recent literature to ensure that the analysis reflects the most current trends and develop-
ments in the field of GenAI and education. By limiting the search to articles published after 
2013, the study aims to capture the latest research findings and insights that are relevant to 
the present context (Greenhalgh, 2019). Selecting articles in the English language ensures 
that the research is accessible to a wider audience and aligns with the language proficiency 
of the researcher conducting the analysis. English is a dominant language in academic 
publishing and by including only English-language articles, the study can reach a broader 
readership and facilitate cross-cultural understanding (Flowerdew & Habibie, 2021).

Peer review is a rigorous process that involves evaluation by experts in the field to vali-
date the research methodology, findings and conclusions. By prioritising peer-reviewed ar-
ticles, this paper maintains a high standard of scholarly rigour and reliability in the analysis 
(Jefferson et al., 2002). Focusing on articles that primarily address the topic of ‘education’ 
ensures that the selected literature directly relates to the research context of GenAI and its 
implications for educational practices, enabling a more targeted and in-depth analysis of the 
subject matter (McMillan & Schumacher, 2013).

Data analysis, interpretation and reporting

The qualitative data gathered by the researcher—in this instance, phrases selected from 
identified literature—were scrutinised through thematic analysis (Braun & Clarke,  2019). 
This analysis included coding and categorising data (McChesney & Aldridge,  2019) of 
phrases within analysed singular literature, leading to the identifying of themes and sub-
themes across the entire systematically selected literature and, ultimately, the uncovering 
of a discourse between two domains of study within the fledgling ‘GenAI and education’ 
research field.

The study's data analysis was shaped by the researcher's social context (Harkness 
et al., 2010; Kvale, 2007), leading to self-reflexivity during interpretation. This practice in-
volved examining how personal circumstances influenced data understanding (Alvesson 
& Sköldberg, 2018; Merriam & Grenier, 2019). Self-reflexivity is vital in interpretivist re-
search, recognising that knowledge construction is influenced by researcher biases 
(Alvesson & Sköldberg, 2018). Through this process, the researcher acknowledged the 
subjective nature of their work and the impact of their experiences and biases on the 
research (Lincoln et al., 2011).

Thematic analysis

After systematically selecting relevant (meaning notable, credible and recent) literature, 
each piece underwent thorough examination, with the researcher identifying and document-
ing phrases from it. These phrases were selected by a researcher who was themself a 
formal educator, with a predisposition to analyse written work. Phrases were selected if they 
met one (or more) of the following criteria:

•	 Significance and impact. Phrases that encapsulate major findings or innovative concepts 
within a piece of work due to their potential implications for practice or theory within the 
field.

•	 Clarity and conciseness. Phrases that articulate complex ideas in a clear and concise 
manner, making them easier to understand and communicate, therefore having greater 
implications for other works in the same field.
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•	 Repetition of concepts. Phrases that appear frequently within a text may indicate not only 
their author's own given weighting but also a consensus in the field, thus warranting par-
ticular attention.

These phrases were then analysed through thematic analysis—a qualitative data anal-
ysis method that involves data collection, data familiarisation, coding and grouping 
of similar codes to derive themes (Braun & Clarke,  2019). This process often reveals 
similarities, differences and unexpected insights (King & Brooks, 2017), offering a com-
prehensive understanding of the data. While various approaches exist within thematic 
analysis (Attride-Stirling, 2001; Tuckett, 2005), the study utilised reflexive thematic anal-
ysis, which encourages critical reflection on the researcher's involvement in the study 
(Braun & Clarke, 2019) and enhances trustworthiness in the researcher's findings (Nowell 
et al., 2017). Operating within the inductive reasoning paradigm (Braun & Clarke, 2019), 
data collection occurred without a predefined hypothesis, with patterns and themes iden-
tified post-collection to inform overarching theories (Pope and Mays, 2006) related to the 
discourse between two domains of study within the fledgling ‘GenAI and education’ re-
search field.

How was this taxonomy developed?

The first stage of the taxonomy development was the systematic selection of relevant litera-
ture, which was conducted using the methods outlined in Figure 1. This led to the selection 
of literature that met the previously discussed selection criteria; the works selected are listed 
in Figure 2.

The second stage of producing the taxonomy was to identify and document phrases be-
lieved to capture the core focus or findings of the text. These phrases were then assigned 
unique codes and an example of this is shown in Figure 3—the full record of this process 
can be found in Appendix A.

This selection of literature primarily focuses on the intersection of AI and education, high-
lighting its transformative impact. Abdelghani et al. (2023) investigate innovative AI methodol-
ogies for enhancing data analysis in educational settings, while Aydin and Karaarslan (2023) 
examine how AI tools are reshaping teaching practices and learning experiences. Baidoo-
Anu and Owusu Ansah  (2023) discuss the cultural implications of AI technologies in ed-
ucational contexts. Celik et al.  (2022) explore the role of AI in promoting sustainability in 
educational institutions, and Chan and Hu (2023) analyse the influence of AI-driven social 
media platforms on student engagement. Chen et al. (2023) present findings on AI appli-
cations in mental health support for students, highlighting their potential benefits. Recent 
studies, including Feffer et al. (2023) and Khalil et al. (2023), emphasise the importance of 
AI in developing personalised learning pathways. Collectively, these works underscore the 
significant role AI plays in shaping modern educational practices, enhancing both teaching 
and learning outcomes.

The next step was to group these unique codes into recurrent categories, which led to the 
development of the following themes:

1.	 Pedagogical Framework and Strategies
2.	Perception, Engagement and Motivation
3.	Concerns Regarding GenAI in Education
4.	 Integration of GenAI in Education
5.	Technical and Research Analysis.

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



       |  9EXPLORING THE LANDSCAPE OF GenAI AND EDUCATION LITERATURE

An example of this grouping process can be seen in Figure 4 (the full record can be found 
in Appendix B) and Figure 5 details the unique codes that formed the above recurrent themes.

Across the literature systematically selected for analysis, 369 phrases were identified 
and documented as representing a key aspect of the literature examined. 35% (128) of 
these formed the ‘Pedagogical Framework and Strategies’ theme; 10% (36) made up the 
‘Perception, Engagement and Motivation’ theme; 22% (82) formed the ‘Integration of AI in 
education’ theme; 14% (53) created the ‘Concerns Regarding GenAI in Education’ theme; 
and 19% (70) formed the ‘Technical and Research Analysis’ theme.

After these five themes had been formed, they were divided into frequently recurring 
sub-themes. An example of this is shown in Figure 6 and the full record can be found in 
Appendix C, which shows the full 46 sub-themes that were created as well as the coded 
phrases that constitute their formation.

The final step was to present these overarching themes and sub-themes in a singular 
graphic representation, or taxonomy. This is displayed in Figure 7. Following the prece-
dent of previous taxonomies in the field of education research set by Bloom (1956) and 
the SOLO taxonomy (Biggs & Collis, 1982), the taxonomy presented in this paper is of 
hierarchical structure with the search term ‘GenAI and education’ that was used in the 
systematic selection of relevant literature acting as the overarching section. This is then 
divided into the five themes that were formulated based on the 369 coded phrases. The 
lowest layer of the taxonomy contains the sub-themes that make up each of the five main 
themes, with 46 sub-themes in total before 8 were removed due to repetition, leaving 
38 sub-themes.

F I G U R E  2   30 Systematically selected articles.

1. Abdelghani, 

et. al., 2023

2.Aydin and 

Karaarslan, 

2023

3.Baidoo-Anu 

and Owusu 

Ansah, 2023

4.Celik, et. al., 

2022

5.Chan and 

Hu, 2023

6.Chen, et. al., 

2023
7.Cheng, 2022 8.Daniel, 2015

9.Feffer, et. 

al., 2023

10.Fischer, et. 

al., 2020

11.Grindle, et. 

al., 2013

12.Harrer, 

2023

13.Ilieva, et. 

al., 2023

14.Jančařík, 
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DISCUSSION

The literature analysed in this taxonomy has unearthed a disconnection within the lit-
erature itself. While all the individual literature has links to the ideas of others, the analy-
sis revealed that two main foci are emerging within this fledging field of research that 
are not yet making secure enough connections between and across them. These two 

F I G U R E  3   Example of identified and documented literature phrases and unique codes.

F I G U R E  4   Example of coding grouping.
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foci are: (1) GenAI technological innovation, development and challenges in an educa-
tional setting; and (2) pedagogical development and reimagining in an age of GenAI. 
The first strand—the technical strand—is primarily focused on how GenAI as a techno-
logical innovation will continue to develop and grow within educational settings (Aydin & 
Karaarslan, 2023; Chen et al.,  2023). The second strand—the pedagogical strand—is 
primarily focused on how traditional or existing pedagogical practices will change/adapt/
evolve in an age of GenAI (Baidoo-Anu & Owusu Ansah, 2023; Chen et al., 2023). Yet 
while there are connections within each of these strands, the analysis of this taxonomy 
unveiled that there is a distinct void between the two strands, meaning they have almost 
become ‘siloed’ areas of research (Celik et al., 2022; Ilieva et al., 2023) within an over-
arching or umbrella field of ‘GenAI and education’.

This raises the critical question: How can we engage in meaningful discussions about 
GenAI in education without adequately addressing the pedagogical implications for ed-
ucators? Without integrating a pedagogical lens, discussions surrounding GenAI remain 
abstract and disconnected from real-world applications. This means that the discus-
sions about ethics (Harrer, 2023) cannot be truly held because they will lack nuance, 
since they will never incorporate all the necessary elements (Feffer et  al.,  2023) to 
form cohesive, universal conclusions. While discussion around GenAI tools in education 
rightly should be of a technically high calibre, the nuance divide between the technicali-
ties of GenAI workings and pedagogical considerations will always act to undermine any 

F I G U R E  5   Code groupings to form assigned theme.
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12  |      CLARKE

conclusive statements that are drawn as they will fundamentally lack a cornerstone of 
the reality being examined.

The technical strand

This strand examines the underlying technologies and methodologies that drive GenAI, 
highlighting the implications for teaching and learning practices. The rapid advancements 
in AI technologies, such as natural language processing and machine learning, have paved 
the way for tools like ChatGPT to support educational objectives (Aydin & Karaarslan, 2023). 
The integration of AI in educational contexts presents both opportunities and challenges 
(Celik et al., 2022; Niemi et al., 2022), and this strand of literature emphasises the impor-
tance of understanding the mechanisms of AI systems to enhance their interpretability and 
usability (Jovanović & Campbell, 2022; Richter et al., 2019). By investigating these techni-
cal dimensions, the technical strand offers insights into how GenAI can be effectively har-
nessed to improve educational outcomes and adapt to the evolving needs of learners.

F I G U R E  6   Example of the formation of sub-themes.
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       |  13EXPLORING THE LANDSCAPE OF GenAI AND EDUCATION LITERATURE

Understanding AI mechanics

At the heart of the technical strand is a foundational knowledge of neural networks, natu-
ral language processing and machine learning algorithms (Jovanović & Campbell, 2022; 
Richter et al., 2019). Such an understanding is crucial for educators who wish to leverage 
GenAI effectively in their teaching practices. For instance, knowing how algorithms oper-
ate can help educators make informed decisions about which AI tools to adopt and how to 
integrate them into their instructional designs (Chan & Hu, 2023; Chen et al., 2023). Without 
this knowledge, educators may inadvertently adopt technologies that do not align with their 
pedagogical goals or that may even introduce biases into the learning environment (Aydin 
& Karaarslan, 2023; Celik et al., 2022). Therefore, professional development programmes 
must prioritise technical training for educators to ensure they are equipped to navigate the 
complexities of GenAI (Niemi et al., 2022).

Innovation and development

The technical advancements in GenAI have led to the development of a range of educa-
tional tools that hold great promise. From automated tutoring systems to intelligent content 
creation tools, these innovations can significantly enhance the learning experience (Baidoo-
Anu & Owusu Ansah, 2023; Jančařík et al., 2023). For instance, AI-powered platforms can 
provide immediate feedback to students, allowing for personalised learning paths that cater 
to individual strengths and weaknesses (Ilieva et al., 2023; Taranikanti & Davidson, 2023). 
However, there is a risk that if educators prioritise the adoption of cutting-edge technologies 
without considering their educational value, they may inadvertently create learning experi-
ences that are more about technology than meaningful engagement (Feffer et al., 2023; 
Suresh et al., 2019). This highlights the importance of ensuring that technical innovations are 
grounded in sound pedagogical practices, thus creating a balanced approach that enhances 
both the functionality of educational tools and the learning experience (Fischer et al., 2020; 
Roschelle et al., 2020).

F I G U R E  7   Taxonomy of themes within ‘GenAI in education’ literature.
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The pedagogical strand

This strand encompasses a variety of studies examining the integration of AI tools in the 
classroom, with particular emphasis on their capabilities for enhancing teaching and learn-
ing processes (Chan & Hu, 2023; Rachha & Seyman, 2023). GenAI tools like ChatGPT 
can facilitate personalised learning experiences (Baidoo-Anu & Owusu Ansah, 2023), fos-
tering greater engagement and understanding among students. This strand of literature 
discusses the potential of AI to support educators in developing innovative instructional 
strategies that leverage data analytics to tailor learning pathways (Grindle et  al.,  2013; 
Khalil et al., 2023). The technical developments in AI not only transform the methods of 
content delivery but also raise critical questions about the nature of learning itself (Ilieva 
et al., 2023). As educational institutions increasingly adopt these technologies, it becomes 
essential to analyse both their technical specifications and their pedagogical implications, 
ensuring that the integration of AI is aligned with educational goals and learner needs 
(Celik et al., 2022; Roschelle et al., 2020).

The role of educators

Educators play a critical role in shaping how GenAI is utilised within classrooms. Their in-
sights and expertise are vital in determining how to integrate AI tools in ways that enhance 
learning rather than detract from it. This requires an understanding of both the capabilities 
of GenAI and the diverse needs of students (Baidoo-Anu & Owusu Ansah, 2023). Educators 
must be prepared to critically assess the tools available and select those that align with 
their instructional goals. The role of educators extends beyond mere facilitation. They must 
actively engage with GenAI technologies to create inclusive and equitable learning en-
vironments. This involves using AI to support differentiated instruction, ensuring that all 
students—regardless of their background or learning style—have access to tailored educa-
tional experiences. For instance, AI can help identify students who may be struggling and 
provide targeted interventions, thereby fostering an environment where every student can 
thrive (Chen et al., 2023; Ilieva et al., 2023).

Ethical considerations

The integration of GenAI in education also raises important ethical considerations. Issues 
such as data privacy, algorithmic biases and the potential for exacerbating existing ineq-
uities must be critically examined (Celik et al., 2022). For example, AI systems often rely 
on large datasets, which may inadvertently perpetuate biases present in the data (Chan 
& Hu, 2023). While such systems remain in their infant phase, as currently, there is an 
inherent risk that the data they have been trained on are insufficient or of poor quality 
(Feffer et al., 2023), which further perpetuates biases. In 2018 a Tesla with an autopilot 
system, powered by AI, crashed into a stationary emergency vehicle (Lam, 2018), and 
similarly with a stationary roadwork vehicle in 2022 (Lam, 2022). Scatter Lab's AI chatbot 
has been reported as using offensive language towards LBTQ+ persons and people with 
disabilities (Perkins, 2020) and Meta systems, powered by AI, initially labelled videos of 
black men as primates (Dadkhahnikoo,  2020). Educators must therefore be vigilant in 
understanding these risks and advocate for the ethical use of AI technologies in their 
classrooms (Rachha & Seyman, 2023), ensuring that they give due consideration to the 
training data on which the AI tools they choose to engage with were built. These studies 
also underscore the necessity for ongoing dialogue and evaluation regarding AI's role in 
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education, emphasising that successful implementation hinges on a deep understanding 
of both its capabilities and its limitations.

Contextualisation of GenAI

Not only this, but educators must also consider the diverse needs of students for effec-
tive integration of GenAI in educational settings. Each student possesses unique learning 
preferences, strengths and challenges, and GenAI can play a significant role in support-
ing differentiated instruction (Cheng, 2022). For example, AI-driven platforms can analyse 
student performance data to recommend personalised learning pathways, allowing edu-
cators to tailor their instruction to meet individual needs (Niemi et  al.,  2022). One such 
example is Carnegie Learning's MATHia software, which employs personalised mastery 
learning techniques based on research into the effectiveness of the mastery approach 
(Kulik et al., 1990), as well as employing the ACT-R theory of knowledge and performance 
(Anderson,  2007; Anderson et  al.,  2004). Small-scale research projects have concluded 
that MATHia software enabled learners to better articulate their mathematical reasoning 
(Aleven & Koedinger, 2002; Butcher & Aleven, 2008) compared to their peers who did not 
use MATHia. As well as enabling learners to reach a level of performance in 12% less time 
than peers who did not use MATHia (Cen et al., 2006), a large-scale study concluded that 
there was strong correlational evidence between use of MATHia software and elevated test 
outcomes (Fancsali et al., 2018). The personalised nature of MATHia software, when used 
by individual learners, has also been found to provide more accurate predictive data scores 
for three school years (Joshi et al., 2014; Ritter et al., 2013). MATHia software is therefore an 
example of success in integrating GenAI into education. When there is a clear focus on con-
textualising GenAI within the unique characteristics of their users, educators can ultimately 
not only boost learner test scores, but also provide them with impactful learning experiences 
(Roschelle et al., 2020).

Past attempts to integrate technology and pedagogy

Although various models, such as the Technology Acceptance Model/2 (TAM/2) (Davis, 1989; 
Venkatesh & Davis, 2000), Technological Pedagogical Content Knowledge (TPACK) frame-
work (Koehler et al., 2013) and Substitution Augmentation Modification Redefinition (SAMR) 
model (Puentedura, 2006), have attempted to bridge the divide between pedagogical prac-
tices and technological innovations in education, significant developments in the fledgling 
field of Artificial Intelligence in Education (AIED) suggest that these frameworks, while 
valuable, may no longer accurately depict the current landscape of educational research. 
Since the introduction of the TPACK model in 2006, there has been a remarkable evolu-
tion in AIED, characterised by the rise of adaptive learning systems such as Oak National 
Academy's Aila, MagicSchool AI, Khanmingo, CoSchool and Century, all of which are AI 
software specifically developed for the education sector. These innovations enable person-
alised learning experiences that are tailored to individual student needs, thereby reshaping 
traditional pedagogical practices. For instance, platforms like DreamBox and Knewton have 
harnessed AI to adjust content in real time based on student performance, leading to a more 
individualised educational approach (Conkin, 2016).

The integration of predictive analytics now allows educators to identify at-risk students 
proactively, facilitating timely interventions that were not adequately addressed by earlier 
models (Siemens, 2013). Since 2019, many AI-driven learning management systems (LMS), 
such as Canvas and Moodle, have started integrating AI features to recommend resources, 
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predict student success and automate administrative tasks. Post-2020, tools like Google 
Assistant and Microsoft Teams have begun implementing features to support educational 
environments, including answering student queries and scheduling. The emergence of AI-
enhanced assessment tools further exemplifies this shift, as they streamline the grading 
process and provide immediate feedback, allowing for a more dynamic interaction between 
students and educators (Gnanaprakasam & Lourdusamy, 2024). While models like TPACK 
emphasise the interplay between technology, pedagogy and content knowledge, they may 
overlook the complexities of how these AI tools fundamentally change the roles of teachers 
and students in the learning process (Mishra et al., 2023).

In addition, ethical considerations surrounding AI in education have become increas-
ingly prominent, highlighting the need for responsible implementation that considers eq-
uity and data privacy (Kimmons et al., 2020). The dialogue within the research community 
has begun to reflect a growing divide: on one side, researchers focus on the technological 
advancements of AIED, exploring how these tools can be leveraged for improved educa-
tional outcomes; on the other side, there are those investigating how existing pedagogical 
practices must adapt and evolve in response to these innovations. While traditional frame-
works laid important groundwork, the current divide highlights the necessity for interdis-
ciplinary collaboration that merges technological and pedagogical expertise (Beetham 
& Sharpe, 2013). Bridging this gap will be essential for maximising the potential of AI in 
education and ensuring that it complements, rather than complicates, effective teaching 
and learning practices (Al-Adwan et al., 2023). Thus, while models like TPACK remain 
relevant, they must evolve to reflect the complexities of the contemporary educational 
landscape shaped by AI.

The significance of an emerging technical versus pedagogical strand

The fact that analysis of this fledgling field of literature identified an emergence of a technical 
versus pedagogical strand, even as a theoretical issue, is significant. Even if the probability 
of the two emerging strands diverging and a void between them emerging is not absolute, it 
is still worth further exploration. Such a divergence will undermine the nuance of discussion 
within the wider field itself, and any assertion made by either strand on future recommenda-
tions for GenAI's integration into the educational domain will ultimately be flawed and lack 
ubiquitousness.

This flaw will stem from the fact that the rapidly evolving nature of GenAI technology 
necessitates a continuous revaluation of pedagogical practices (Mishra et al., 2023). As 
advancements in GenAI occur, they not only provide new functionalities but also intro-
duce novel challenges and considerations in teaching. For instance, while GenAI tools 
can automate various educational processes, they also require educators to rethink as-
sessment methods, student engagement strategies and the ethical implications of AI 
usage (Ertmer et al., 2012). This ongoing dialogue between technology and pedagogy 
is essential for developing comprehensive educational frameworks that can adapt to the 
dynamic landscape of AI. By framing the conversation around a dichotomy, we risk losing 
sight of the holistic understanding that educators need to navigate this complexity effec-
tively (Ertmer et al., 2012).

This flaw of a technical versus pedagogical strand may inadvertently also marginalise 
the voices of educators who are attempting to bridge these two domains (Archambault 
& Barnett, 2010). Many teachers operate in a context where they must simultaneously 
grasp the intricacies of new technologies while adapting their teaching methods to 
meet the needs of diverse learners (Ning et  al.,  2024). This multifaceted approach 
reflects the reality of educational practice, where the boundaries between technology 
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and pedagogy are often blurred (Wang, 2024). Instead of future research residing in 
these opposing camps, all education stakeholders should recognise the necessity for 
educators to possess both technological and pedagogical knowledge, as outlined in the 
TPACK framework. This model emphasises the interconnectedness of technological 
knowledge, pedagogical knowledge and content knowledge (Mishra & Koehler, 2006), 
suggesting that effective teaching in an era of GenAI requires a balanced integration 
of all these elements.

Bridging the divide: Integrating technical and pedagogical 
perspectives

The integration of GenAI into educational practices presents numerous benefits, yet edu-
cators face a variety of challenges in this endeavour. A primary obstacle is the insufficient 
training and support available for the effective implementation of new technologies. Many 
educators feel overwhelmed by the rapid advancements in technology and often lack the 
necessary resources to stay informed. This gap in knowledge can hinder the effective use 
of GenAI tools or lead to their misuse in ways that do not align with pedagogical objectives 
(Celik et al., 2022; Chan & Hu, 2023). Additionally, educators may encounter resistance from 
colleagues or administrators who doubt the efficacy of AI in educational contexts. To over-
come this scepticism, it is essential to showcase the value of GenAI through evidence-based 
practices and success stories that demonstrate its positive impact on learning outcomes 
(Baidoo-Anu & Owusu Ansah, 2023). Recognising and incorporating students' voices and 
perceptions regarding GenAI is vital in mitigating resistance and fostering a more supportive 
environment (Chan & Hu, 2023).

To effectively bridge the gap between technical and pedagogical perspectives, ed-
ucators require actionable frameworks and professional development opportunities. 
Educational institutions must prioritise ongoing training that addresses both the technical 
functionalities of GenAI and its pedagogical applications (Niemi, 2021). This training can 
take various forms, including workshops, collaborative learning communities and part-
nerships with technology providers, ensuring that educators are equipped to navigate the 
complexities of GenAI (Ilieva et al., 2023). Furthermore, educators should be encouraged 
to adopt reflective practices that allow them to assess the effectiveness of GenAI tools 
within their classrooms. Establishing a feedback loop where educators can share their 
experiences and insights will foster a culture of continuous improvement and innovation 
(Feffer et al., 2023; Taranikanti & Davidson, 2023). This collaborative approach can lead 
to the establishment of best practices that integrate GenAI in ways that are both techni-
cally robust and pedagogically sound.

As the field of GenAI in education evolves, it is imperative to conduct longitudinal stud-
ies that evaluate the long-term impacts of these technologies on educational outcomes 
(Jovanović & Campbell, 2022). Research should concentrate on how GenAI affects student 
engagement, achievement and overall learning experiences over time (Chen et al., 2023). 
By collecting data and insights from real-world implementations, educators and researchers 
can refine their approaches and devise evidence-based strategies for effective integration. 
Ongoing research will also contribute to the formulation of ethical guidelines and policies 
governing the use of GenAI in education. As technology continues to advance, educators 
must remain attentive to the ethical implications, ensuring that GenAI functions as a tool 
for equity and inclusion rather than as a barrier to access (Rachha & Seyman, 2023). The 
comprehensive integration of GenAI into educational frameworks necessitates a balanced 
consideration of both technical capabilities and pedagogical aims, ultimately fostering en-
riched learning environments.
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CONCLUSION

This taxonomy represents a crucial step towards a more interdisciplinary analysis of ‘GenAI 
and education’ through an interpretivist lens. It highlights two emerging research branches: 
one focusing on the technological mechanics of GenAI in educational settings and the other 
examining its transformative impact on teaching methodologies. This framework not only 
identifies these trajectories but also underscores the need for deeper exploration of GenAI's 
long-term implications for educational equity and access.

While current applications like personalised tutoring and administrative automation show 
promise, gaps remain in understanding their effects on academic integrity and critical think-
ing. Future research should prioritise longitudinal studies to evaluate GenAI tools' effec-
tiveness across diverse educational contexts and develop strategies for ethical integration 
that foster student autonomy. As the field of ‘GenAI and education’ evolves, the divergence 
in research underscores the inadequacy of previous models in capturing its complexities. 
This bifurcation presents challenges for educators, who must balance AI integration with 
pedagogical concerns. Future research must bridge these strands, fostering collaboration 
that aligns technological advancements with effective teaching practices. This integrated 
approach is vital for maximising GenAI's potential to enhance educational outcomes, ensur-
ing it enriches the learning experience for all students.

FUNDING INFORMATION
No funding was received for the study described in this paper.

CONFLICT OF INTEREST STATEMENT
The author declares no conflicts or competing interest.

DATA AVAILABILIT Y STATEMENT
All data and materials presented in this paper are publicly available and can be accessed 
using the references provided in the reference list at the conclusion of the paper.

ETHICAL GUIDELINES
This paper does not involve research participants and is a review of other research findings. 
This paper was approved and completed under the author's PhD by Portfolio Supervisor 
Professor Lynn Revell at CCCU and ethical clearance was deemed not required.

CONSENT TO PUBLISH
All named authors consent to publish.

ORCID
Sam Clarke   https://orcid.org/0009-0000-9297-3835 

R E FE R E N C E S
Abdelghani, R., Sauzéon, H., & Oudeyer, P. (2023). Generative AI in the classroom: Can students remain active 

learners? https://​arxiv.​org/​abs/​2310.​03192​
Al-Adwan, A. S., Li, N., Al-Adwan, A., Abbasi, G., Albelbisi, N., & Habibi, A. (2023). Extending the technology ac-

ceptance model (TAM) to Predict University Students' intentions to use metaverse-based learning platforms. 
Education and Information Technologies, 28, 15381–15413.

Aleven, V., & Koedinger, K. (2002). An effective meta-cognitive strategy: Learning by doing and explaining with a 
computer-based cognitive tutor. Cognitive Science, 26(2), 147–179.

Alonso, E., Castiello, C., & Mencar, C. (2018). Integrating knowledge representation and reasoning in educational 
systems. Computational Intelligence, 34(2), 415–438.

Alvesson, M., & Sköldberg, K. (2018). Reflexive methodology: New vistas for qualitative research. SAGE.

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://orcid.org/0009-0000-9297-3835
https://orcid.org/0009-0000-9297-3835
https://arxiv.org/abs/2310.03192


       |  19EXPLORING THE LANDSCAPE OF GenAI AND EDUCATION LITERATURE

Anderson, J. (2007). How can the human mind occur in the physical universe? Oxford University Press.
Anderson, J., Bothell, D., Byrne, M., Douglass, S., Lebiere, C., & Qin, Y. (2004). An integrated theory of the mind. 

Psychological Review, 111(4), 1036–1060.
Archambault, L., & Barnett, J. (2010). Revisiting technological pedagogical content knowledge: Exploring the 

TPACK framework. Computers & Education, 55, 1656–1662. https://​doi.​org/​10.​1016/j.​compe​du.​2010.​07.​009
Attride-Stirling, J. (2001). Thematic networks: An analytical tool for qualitative research. Qualitative Research, 

1(3), 385–405.
Aydin, Ö., & Karaarslan, E. (2023). Is ChatGPT leading generative AI? What is beyond expectations? Academic 

Platform Journal of Engineering and Smart Systems, 11(3), 118–134.
Baidoo-Anu, D., & Owusu Ansah, L. (2023). Education in the era of generative artificial intelligence (AI): Understanding 

the potential benefits of ChatGPT in promoting teaching and learning. Journal of AI, 7(1), 52–62.
Beetham, H., & Sharpe, R. (2013). Rethinking pedagogy for a digital age, designing for 21st century learning. 

Routledge.
Biggs, J., & Collis, K. (1982). Evaluating the quality of learning. Academic Press.
Bloom, B. (1956). Taxonomy of educational objectives. Vol. 1: Cognitive domain. McKay.
Braun, V., & Clarke, V. (2019). Reflecting on reflexive thematic analysis. Qualitative Research in Sport, Exercise 

and Health, 11(4), 589–597.
Buchanan, B., & Shortliffe, E. (1984). Explanation as a topic of AI research. In B. Buchanan & E. Shortliffe (Eds.), 

Rule-based expert systems: The MYCIN experiments of the Stanford Heuristic Programming Project (pp. 
331–337). Addison-Wesley.

Butcher, K., & Aleven, V. (2008). Diagram interaction during intelligent tutoring in geometry: Support for knowledge 
retention and deep transfer. In C. Schunn (Ed.), Proceedings of the 30th Annual Meeting of the Cognitive 
Science Society, CogSci 2008. Lawrence Erlbaum, New York, NY.

Byrne, R. (1991). The construction of explanations. In M. F. McTear & N. Creaney (Eds.), AI and cognitive science 
'90 (pp. 337–351). Springer.

Byrne, R. (2002). Mental models and counterfactual thoughts about what might have been. Trends in Cognitive 
Sciences, 6(10), 426–431.

Cañas, A., Coffey, J. W., Carnot, M., Feltovich, P., Hoffman, R., Feltovich, J., & Novak, J. (2003). A summary of 
literature pertaining to the use of concept mapping techniques and technologies for education and perfor-
mance support. Report to the Chief of Naval Education and Training, prepared by the Institute for Human and 
Machine Cognition, Pensacola, FL.

Caroll, J., & Olson, J. (Eds.). (1987). Mental models in human–computer interaction: Research issues about what 
the user of software knows. National Academy Press. https://​files.​eric.​ed.​gov/​fullt​ext/​ED292​465.​pdf

Carper, W., & Snizek, W. (1980). The nature and types of organizational taxonomies: An overview. Academy of 
Management Review, 5(1), 65–75.

Celik, I., Dindar, M., Muukkonen, H., & Järvelä, S. (2022). The promises and challenges of artificial intelligence for 
teachers: A systematic review of research. TechTrends, 66(4), 616–630.

Cen, H., Koedinger, K., & Junker, B. (2006). Learning factors analysis: A general method for cognitive model eval-
uation and improvement. In M. Ikeda, K. D. Ashley, & T.-W. Chan (Eds.), Proceedings of the 8th International 
Conference on Intelligent Tutoring Systems (pp. 164–175). Springer.

Center for Security and Emerging Technology. (2023). Chart: 2024 AI index report. https://​cset.​georg​etown.​edu/​
Chakraborty, S., Tomsett, R., Raghavendra, R., Harborne, D., Alzantot, M., Cerutti, F., et al. (2017). Interpretability 

of deep learning models: A survey of results. In 2017 IEEE SmartWorld, Ubiquitous Intelligence & Computing, 
Advanced & Trusted Computed, Scalable Computing & Communications, Cloud & Big Data Computing, 
Internet of People and Smart City Innovation (SmartWorld/SCALCOM/UIC/ATC/CBDCom/IOP/SCI) (pp. 
1–6). IEEE. https://​ieeex​plore.​ieee.​org/​docum​ent/​8397411

Chan, C., & Hu, W. (2023). Students' voices on generative AI: Perceptions, benefits, and challenges in higher 
education. International Journal of Educational Technology in Higher Education, 20(43), 1–18.

Chen, Y., Jensen, S., Albert, L. J., Gupta, S., & Lee, T. (2023). Artificial intelligence (AI) student assistants in the 
classroom: Designing chatbots to support student success. Information Systems Frontiers, 25, 161–182.

Cheng, Y. (2022). Improving students' academic performance with AI and semantic technologies. https://​arxiv.​
org/​abs/​2206.​03213​

Clancey, W. (1981). Methodology for building an intelligent tutoring system. Technical Report. Stanford University. 
http://​dl.​acm.​org/​citat​ion.​cfm?​id=​891745

Conkin, T. (2016). Knewton (An adaptive learning platform available at https://​www.​knetw​on.​com/​). Academy of 
Management Learning & Education, 15(3), 635–647. https://​doi.​org/​10.​5465/​amle.​2016.​0206

Core, M. G., Lane, H. C., Van Lent, M., Gomboc, D., Solomon, S., & Rosenberg, M. (2006). Building explain-
able artificial intelligence systems. In AAAI-06: Twenty-First Conference on Artificial Intelligence. American 
Association for Artificial Intelligence. (pp. 1766–1773) https://​cdn.​aaai.​org/​AAAI/​2006/​AAAI0​6-​293.​pdf

Dadkhahnikoo, N. (2020). Incident 113: Facebook's AI put “primates” label on video featuring black men. https://​
incid​entda​tabase.​ai/​cite/​113

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://doi.org/10.1016/j.compedu.2010.07.009
https://files.eric.ed.gov/fulltext/ED292465.pdf
https://cset.georgetown.edu/
https://ieeexplore.ieee.org/document/8397411
https://arxiv.org/abs/2206.03213
https://arxiv.org/abs/2206.03213
http://dl.acm.org/citation.cfm?id=891745
https://www.knetwon.com/
https://doi.org/10.5465/amle.2016.0206
https://cdn.aaai.org/AAAI/2006/AAAI06-293.pdf
https://incidentdatabase.ai/cite/113
https://incidentdatabase.ai/cite/113


20  |      CLARKE

Davis, F. (1989). Perceived usefulness, perceived ease of use, and user acceptance of information technology. 
MIS Quarterly, 13(3), 319–340.

Doshi-Velez, F., & Kim, B. (2017). Towards a rigorous science of interpretable machine learning. https://​arxiv.​org/​
abs/​1702.​08608​

Ertmer, P., Ottenbreit-Leftwich, A., Sadik, O., Sendurur, E., & Sendurur, P. (2012). Teacher beliefs and technology 
integration practices: A critical relationship. Computers & Education, 59, 423–435. https://​doi.​org/​10.​1016/j.​
compe​du.​2012.​02.​001

Fancsali, S., Zheng, G., Tan, Y., Ritter, S., Berman, S., & Galyardt, A. (2018). Using embedded formative assess-
ment to predict state summative test scores. In LAK'18: Proceedings of the 8th International Conference on 
Learning Analytics and Knowledge (pp. 161–170). ACM. https://​doi.​org/​10.​1145/​31703​58.​3170392

Feffer, M., Martelaro, N., & Heidari, H. (2023). The AI incident database as an educational tool to raise awareness 
of AI harms: A classroom exploration of efficiency, limitations & future improvements. https://​arxiv.​org/​abs/​
2310.​06269​

Felten, E. (2017). What does it mean to ask for an “explainable” algorithm? https://​freed​om-​to-​tinker.​com/​2017/​05/​
31/​what-​does-​it-​mean-​to-​ask-​for-​an-​expla​inabl​e-​algor​ithm/​

Fischer, C., Pardos, Z., Baker, R., Williams, J., Smyth, P., Pardos, Z. A., et al. (2020). Mining big data in education: 
Affordances and challenges. Review of Research in Education, 44(1), 130–160.

Flowerdew, J., & Habibie, P. (2021). Introducing English for research publication purposes. Routledge.
Friedman, A., Forbus, K., & Sherin, B. (2018). Analogical model construction with physical models. Cognitive 

Science, 42(3), 844–886.
Gentner, D., Holyoak, K., & Kokinov, B. (Eds.). (2001). The analogical mind: Perspectives from cognitive science. 

MIT Press. https://​doi.​org/​10.​7551/​mitpr​ess/​1251.​001.​0001
Gentner, D., & Stevens, A. (Eds.). (1983). Mental models. Psychology Press. https://​doi.​org/​10.​4324/​97813​

15802725
Gillenson, M., Sherrell, D., & Chen, L. (2000). A taxonomy of web site traversal patterns and structures. 

Communications of the Association for Information Systems, 3(4), 2–38.
Gnanaprakasam, J., & Lourdusamy, R. (2024). The role of AI in automating grading: Enhancing feedback and ef-

ficiency. In S. Kadry (Ed.), Artificial Intelligence and education – shaping the future of learning. IntechOpen. 
https://​doi.​org/​10.​5772/​intec​hopen.​1005025

Grasse, O., Mohr, A., Lang, A., & Jahn, C. (2023). AI approaches in education based on individual learner char-
acteristics: A review. In 2023 IEEE 12th International Conference on Engineering Education (ICEED). IEEE. 
(pp. 50–55). https://​doi.​org/​10.​1109/​ICEED​59801.​2023.​10264043

Greenhalgh, T. (2019). How to read a paper: The basics of evidence-based medicine. Wiley.
Grindle, C., Hughes, J., Saville, M., Huxley, K., & Hastings, R. (2013). Teaching early reading skills to children with 

autism using MimioSprout Early Reading. Behavioural Interventions, 28, 203–224.
Harkness, J., Braun, M., Edwards, B., Johnson, T., Lyberg, L., Mohler, P., et al. (2010). Survey methods in multi-

national, multiregional, and multicultural contexts. Wiley.
Harrer, S. (2023). Attention is not all you need: The complicated case of ethically using large language models in 

healthcare and medicine. eBioMedicine, 90, 104512. https://​doi.​org/​10.​1016/j.​ebiom.​2023.​104512
Hoffman, R., Eskridge, T., & Shelley, C. (2009). A naturalistic exploration of forms and functions of analogising. 

Metaphor and Symbol, 24(3), 125–154.
Hoffman, R., & Klein, G. (2017). How can explainable AI lead to better decision support systems? Journal of 

Decision Systems, 26(1), 22–35.
Hoffman, R., Mueller, S., & Klein, G. (2018). Metrics for explainable AI: Challenges and prospects. https://​arxiv.​

org/​abs/​1812.​04608​
Holland, B. (2020). Artificial Intelligence (AI) in K-12, Version 1.0. Consortium for School Networking and Microsoft. 

https://​www.​cosn.​org/​wp-​conte​nt/​uploa​ds/​2023/​03/​CoSN-​AI-​Repor​t-​2023-​1.​pdf
Hu, L. (2022). Generative AI and future. https://​pub.​towar​dsai.​net/​gener​ative​-​ai-​and-​futur​e-​c3b16​95876f2
Ilieva, G., Yankova, T., Klisarova-Belcheva, S., Dimitrov, A., Bratkov, M., & Angelov, D. (2023). Effects of genera-

tive chatbots in higher education. Information, 2023(14), 492. https://​doi.​org/​10.​3390/​info1​4090492
Jančařík, A., Michal, J., & Novotná, J. (2023). Using AI chatbot for math tutoring. Journal of Education Culture 

and Society, 2, 285–296.
Jefferson, T., Alderson, P., Wager, E., & Davidoff, F. (2002). Effects of editorial peer review: A systematic review. 

JAMA: The Journal of the American Medical Association, 287(21), 2784–2786.
Johnson-Laird, P. (1980). Mental models in cognitive science. Cognitive Science, 4(1), 71–115.
Joshi, A., Fancsali, S., Ritter, S., & Nixon, T. (2014). Generalizing and extending a predictive model for 

standardized test scores based on cognitive tutor interactions. In J. Stamper, Z. Pardos, M. Mavrikis, 
& B. McLaren (Eds.), Proceedings of the 7th International Conference on Educational Data Mining 
(pp. 369–370). IEDMS.

Jovanović, M., & Campbell, M. (2022). Generative artificial intelligence: Trends and prospects. IEEE Computer, 
55, 107–112.

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://arxiv.org/abs/1702.08608
https://arxiv.org/abs/1702.08608
https://doi.org/10.1016/j.compedu.2012.02.001
https://doi.org/10.1016/j.compedu.2012.02.001
https://doi.org/10.1145/3170358.3170392
https://arxiv.org/abs/2310.06269
https://arxiv.org/abs/2310.06269
https://freedom-to-tinker.com/2017/05/31/what-does-it-mean-to-ask-for-an-explainable-algorithm/
https://freedom-to-tinker.com/2017/05/31/what-does-it-mean-to-ask-for-an-explainable-algorithm/
https://doi.org/10.7551/mitpress/1251.001.0001
https://doi.org/10.4324/9781315802725
https://doi.org/10.4324/9781315802725
https://doi.org/10.5772/intechopen.1005025
https://doi.org/10.1109/ICEED59801.2023.10264043
https://doi.org/10.1016/j.ebiom.2023.104512
https://arxiv.org/abs/1812.04608
https://arxiv.org/abs/1812.04608
https://www.cosn.org/wp-content/uploads/2023/03/CoSN-AI-Report-2023-1.pdf
https://pub.towardsai.net/generative-ai-and-future-c3b1695876f2
https://doi.org/10.3390/info14090492


       |  21EXPLORING THE LANDSCAPE OF GenAI AND EDUCATION LITERATURE

Kass, A., & Leake, D. (1987). Types of explanations: Report. Yale Artificial Intelligence Project. Yale University. 
https://​apps.​dtic.​mil/​sti/​tr/​pdf/​ADA18​3253.​pdf

Keil, F., Rozenblit, L., & Mills, C. (2004). What lies beneath? Understanding the limits of understanding. In D. Levin 
(Ed.), Thinking and seeing (pp. 227–249). MIT Press.

Khalil, G., Sajjad, H., Sohail, M., & Ishfaq, Z. (2023). Role of AI in the education sector in the Kingdom of Bahrain. 
2023 International Conference on Computer Science, Information Technology and Engineering (ICCoSITE).

Khemlani, S., & Johnson-Laird, P. (2012). Hidden conflicts: Explanations make inconsistencies harder to detect. 
Act Psychologica, 139(3), 486–491.

Kimmons, R., Graham, C., & West, R. (2020). The PICRAT model for technology integration in teacher prepa-
ration. Contemporary Issues in Technology and Teacher Education, 20(1), 176–198. https://​citej​ournal.​org/​
volum​e-​20/​issue​-​1-​20/​gener​al/​the-​picra​t-​model​-​for-​techn​ology​-​integ​ratio​n-​in-​teach​er-​prepa​ration

King, N., & Brooks, J. (2017). Thematic analysis in organisational research. In C. Cassell, A. L. Cunliffe, & G. 
Grandy (Eds.), The SAGE handbook of qualitative business and management research methods (pp. 219–
236). SAGE.

Knight, M. (2017). What is a taxonomy? https://​www.​datav​ersity.​net/​what-​is-​taxon​omy/​
Koehler, M., Mishra, P., Akcaoglu, M., & Rosenberg, J. (2013). The Technological Pedagogical Content Knowledge 

framework for teachers and teacher educators. In ICT integrated teacher education: A resource book. 
Commonwealth Educational Media Centre for Asia.

Kulesza, T., Stumpf, S., Burnett, M., Yang, S., Kwan, I., & Wong, W. (2013). Too much, too little, or just right? Ways 
explanations impact end users' mental models. In Proceedings of IEEE Symposium on Visual Languages 
and Human-Centric Computing (pp. 3–10). IEEE. https://​doi.​org/​10.​1109/​VLHCC.​2013.​6645235

Kulik, C., Kulik, J., & Bangert-Drowns, R. (1990). Effectiveness of mastery learning programs: A meta-analysis. 
Review of Educational Research, 60, 265–299.

Kvale, S. (2007). Doing interviews. SAGE.
Lam, K. (2018). Incident 320: Tesla on autopilot collided with parked fire truck on California freeway. https://​incid​

entda​tabase.​ai/​cite/​320
Lam, K. (2022). Incident 221: A road engineer killed following a collision involving a Tesla on autopilot. https://​incid​

entda​tabase.​ai/​cite/​221
Lincoln, Y., Lynham, S., & Guba, E. (2011). Paradigm controversies, contradictions, and emerging confluences, 

revisited. In N. Denzin & Y. Lincoln (Eds.), The SAGE handbook of qualitative research (4th ed., pp. 191–
215). SAGE.

Lipton, Z. (2016). The mythos of model interpretability. https://​arxiv.​org/​abs/​1606.​03490​
Mace, G. (2004). The role of taxonomy in species conservation. Transactions of the Royal Society of London, 

359, 711–719.
Masjel, N., Fattorini, L., Perrault, R., Parli, V., Reuel, A., Brynjolfsson, E., et al. (2024). The 2024 artificial intelli-

gence index report. Standford University.
McChesney, K., & Aldridge, J. (2019). Weaving an interpretivist stance through mixed methods research. 

International Journal of Research and Method in Education, 42(3), 225–238.
McMillan, J., & Schumacher, S. (2013). Research in education: Evidence-based inquiry (7th ed.). Pearson.
Merriam, S., & Grenier, R. (2019). Qualitative research in practice: Examples for discussion and analysis (2nd 

ed.). Jossey-Bass.
Mishra, P., & Koehler, M. (2006). Technological pedagogical content knowledge: A framework for teacher knowl-

edge. Teachers College Record, 108(6), 1017–1054. https://​doi.​org/​10.​1111/j.​1467-​9620.​2006.​00684.​x
Mishra, P., Warr, M., & Islam, R. (2023). TPACK in the age of ChatGPT and generative AI. Journal of Digital 

Learning in Teacher Education, 39(4), 235–251. https://​doi.​org/​10.​1080/​21532​974.​2023.​2247480
Molnar, C. (2018). Interpretable machine learning: A guide for making black box models explainable. Lean 

Publishing. https://​origi​nalst​atic.​aminer.​cn/​misc/​pdf/​Molna​r-​inter​preta​ble-​machi​ne-​learn​ing_​compr​essed.​pdf
Nataksu, R. (2004). Explanatory power of intelligent systems: A research framework. In Proceedings of Decision 

Support in an Uncertain and Complex World: The IFIP TC8/WG8.3 International Conference 2004. https://​www.​
resea​rchga​te.​net/​publi​cation/​22875​8139_​Expla​natory_​power_​of_​intel​ligent_​syste​ms_a_​resea​rch_​frame​work

Niemi, H. (2021). AI in learning: Preparing grounds for future learning. Journal of Pacific Rim Psychology, 15, 1–12.
Niemi, H., Pea, D., & Lu, Y. (2022). AI in learning: Designing the future. Springer.
Ning, Y., Zhang, C., Xu, B., Zhou, Y., & Wijaya, T. (2024). Teachers' AI-TPACK: Exploring the relationship between 

knowledge elements. Sustainability, 16(3), 978. https://​doi.​org/​10.​3390/​su160​30978​
Nowell, L., Norris, J., White, D., & Moules, N. (2017). Thematic analysis: Striving to meet the trustworthiness 

criteria. International Journal of Qualitative Methods, 16(1), 1–13. https://​doi.​org/​10.​1177/​16094​06917​733847
Ogunleye, B., Zakariyyah, K., Ajao, O., Olayinka, O., & Sharma, H. (2024). A systematic review of generative AI for 

teaching and learning practice. Education Sciences, 14(6), 636. https://​doi.​org/​10.​3390/​educs​ci140​60636​
Page, M. J., McKenzie, J. E., Bossuyt, P. M., Boutron, I., Hoffmann, T. C., Mulrow, C. D., et al. (2021). The PRISMA 

2020 statement: An updated guideline for reporting systematic reviews. BMJ, 372(71), 1–9. https://​doi.​org/​
10.​1136/​bmj.​n71

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://apps.dtic.mil/sti/tr/pdf/ADA183253.pdf
https://citejournal.org/volume-20/issue-1-20/general/the-picrat-model-for-technology-integration-in-teacher-preparation
https://citejournal.org/volume-20/issue-1-20/general/the-picrat-model-for-technology-integration-in-teacher-preparation
https://www.dataversity.net/what-is-taxonomy/
https://doi.org/10.1109/VLHCC.2013.6645235
https://incidentdatabase.ai/cite/320
https://incidentdatabase.ai/cite/320
https://incidentdatabase.ai/cite/221
https://incidentdatabase.ai/cite/221
https://arxiv.org/abs/1606.03490
https://doi.org/10.1111/j.1467-9620.2006.00684.x
https://doi.org/10.1080/21532974.2023.2247480
https://originalstatic.aminer.cn/misc/pdf/Molnar-interpretable-machine-learning_compressed.pdf
https://www.researchgate.net/publication/228758139_Explanatory_power_of_intelligent_systems_a_research_framework
https://www.researchgate.net/publication/228758139_Explanatory_power_of_intelligent_systems_a_research_framework
https://doi.org/10.3390/su16030978
https://doi.org/10.1177/1609406917733847
https://doi.org/10.3390/educsci14060636
https://doi.org/10.1136/bmj.n71
https://doi.org/10.1136/bmj.n71


22  |      CLARKE

Perkins, K. (2020). Incident 106: Korean chatbot Luda made offensive remarks towards minority groups. https://​
incid​entda​tabase.​ai/​cite/​106

Petersen, J. (2021). Innovative assessment practices. Higher Ground Education Inc. https://​learn.​sd61.​bc.​ca/​wp-​
conte​nt/​uploa​ds/​sites/​​96/​2017/​09/​FG-​Innov​ative​-​Asses​sment​-​White​paper.​pdf

Pope, C., & Mays, N. (2006). Qualitative methods in health research. In C. Pope & N. Mays (Eds.), Qualitative 
research in health care (3rd ed., pp. 1–11). Blackwell/BMJ.

Puentedura, R. (2006). Transformation, technology, and education [Blog post]. http://​hippa​sus.​com/​resou​rces/​tte/​
Rachha, A., & Seyman, M. (2023). Explainable AI in education: Current trends, challenges and opportunities. In 

SoutheastCon 2023 (pp. 232–239). IEEE. https://​doi.​org/​10.​1109/​South​eastC​on510​12.​2023.​10115140
Richter, A., Gacic, T., Koelmel, B., Waidelich, L., & Glaser, P. (2019). A review of fundamentals and influential fac-

tors of artificial intelligence. International Journal of Computer and Information Technology, 8(4), 142–156.
Ritter, S., Joshi, A., Fancsali, S., & Nixon, T. (2013). Predicting standardized test scores from cognitive tutor inter-

actions. In Proceedings of the 6th International Conference on Educational Data Mining. Carnegie Learning, 
Inc. (pp. 169–176).

Roschelle, J., Lester, J., & Fusco, J. (Eds.). (2020). AI and the future of learning: Expert panel report. Centre for 
Integrative Research in Computing and Learning Sciences (CIRCLS). https://​circls.​org/​repor​ts/​ai-​report

Samala, A., Rawas, S., Wang, T., Reed, J., Kim, J., Howard, N., & Ertz, M. (2025). Unveiling the landscape of gener-
ative artificial intelligence in education: A comprehensive taxonomy of applications, challenges, and future pros-
pects. Education and Information Technologies, 30, 3239–3278. https://​doi.​org/​10.​1007/​s1063​9-​024-​12936​-​0

Seemiller, C., & Whitney, R. (2020). Creating a taxonomy of leadership competency development. Journal of 
Leadership Education, 19(1), 119–132. https://​doi.​org/​10.​12806/​​V19/​I1/​R5

Siemens, G. (2013). Learning analytics: The emergence of a discipline. American Behavioral Scientist, 57(10), 
1380–1400. https://​doi.​org/​10.​1177/​00027​64213​498851

Sørmo, F., Cassens, J., & Aamodt, A. (2005). Explanation in case-based reasoning – perspectives and goals. 
Artificial Intelligence Review, 24(2), 109–143.

Stone, P., & 16 Study Panel members. (2016). Artificial intelligence and life in 2030, one-hundred-year study on 
artificial intelligence. Report of the 2015 Study Panel. Stanford University. https://​ai100.​stanf​ord.​edu/​sites/​g/​
files/​​sbiyb​j18871/​files/​​media/​​file/​ai100​repor​t1003​2016f​nl_​singl​es.​pdf

Suresh, A., Sumner, T., Jacobs, J., Foland, B., & Ward, W. (2019). Automating analysis and feedback to improve 
mathematics teachers' classroom discourse. Proceedings of the AAAI Conference on Artificial Intelligence, 
33(1), 9721–9728.

Swartout, W., Paris, C., & Moore, J. (1991). Explanations in knowledge systems: Design for explainable expert 
systems. IEEE Expert, 6(3), 58–64.

Taranikanti, V., & Davidson, C. (2023). Metacognition through an iterative anatomy AI chatbot: An innovative 
playing field for educating the future generation of medical students. Anatomia, 2(3), 271–281. https://​doi.​
org/​10.​3390/​anato​mia20​30025​

Toyama, K. (2015). Geek heresy: Rescuing social change from the cult of technology. PublicAffairs. https://​doi.​
org/​10.​13021/​​G8itl​cp.9.​2017.​1853

Tuckett, A. (2005). Applying thematic analysis theory to practice: A researcher's experience. Contemporary 
Nurse, 19(1), 75–87.

Van Der Linden, J. (2002). Meta-constraints to aid interaction and to provide explanations. In Proceedings of the 
Joint Workshop of the European Research Consortium for Informatics and Mathematics, 19–21. https://​
www.​cs.​ucc.​ie/​~​osullb/​ercim​2002/​papers/​vande​rlind​en.​pdf

Venkatesh, V., & Davis, F. (2000). A theoretical extension of the technology acceptance model: Four longitudinal 
field studies. Management Science, 46(2), 186–204.

Wang, F. (2024). Discussion of AIGC technology in a photography course at a higher vocational college. Journal 
of Research in Vocational Education, 6, 12–20. https://​doi.​org/​10.​53469/​​jrve.​2024.​6(10).​04

Willis, J. (2007). Foundations of qualitative research. Sage.
Wilson, J., & Rutherford, A. (1989). Mental models: Theory and application in human factors. Human Factors, 

31(6), 617–634.
Yusuf, A., Pervin, N., Roman-Gonzalez, M., & Md Noor, N. (2024). Generative AI in education and research: A 

systematic mapping review. BERA Review of Education, 12(2), 1–36. https://​doi.​org/​10.​1002/​rev3.​3489

How to cite this article: Clarke, S. (2025). Exploring the landscape of GenAI and 
education literature: A taxonomy of themes and sub-themes. British Educational 
Research Journal, 00, 1–32. https://doi.org/10.1002/berj.4186

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://incidentdatabase.ai/cite/106
https://incidentdatabase.ai/cite/106
https://learn.sd61.bc.ca/wp-content/uploads/sites/96/2017/09/FG-Innovative-Assessment-Whitepaper.pdf
https://learn.sd61.bc.ca/wp-content/uploads/sites/96/2017/09/FG-Innovative-Assessment-Whitepaper.pdf
http://hippasus.com/resources/tte/
https://doi.org/10.1109/SoutheastCon51012.2023.10115140
https://circls.org/reports/ai-report
https://doi.org/10.1007/s10639-024-12936-0
https://doi.org/10.12806/V19/I1/R5
https://doi.org/10.1177/0002764213498851
https://ai100.stanford.edu/sites/g/files/sbiybj18871/files/media/file/ai100report10032016fnl_singles.pdf
https://ai100.stanford.edu/sites/g/files/sbiybj18871/files/media/file/ai100report10032016fnl_singles.pdf
https://doi.org/10.3390/anatomia2030025
https://doi.org/10.3390/anatomia2030025
https://doi.org/10.13021/G8itlcp.9.2017.1853
https://doi.org/10.13021/G8itlcp.9.2017.1853
https://www.cs.ucc.ie/~osullb/ercim2002/papers/vanderlinden.pdf
https://www.cs.ucc.ie/~osullb/ercim2002/papers/vanderlinden.pdf
https://doi.org/10.53469/jrve.2024.6(10).04
https://doi.org/10.1002/rev3.3489
https://doi.org/10.1002/berj.4186


       |  23EXPLORING THE LANDSCAPE OF GenAI AND EDUCATION LITERATURE

APPENDIX A

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



24  |      CLARKE

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



       |  25EXPLORING THE LANDSCAPE OF GenAI AND EDUCATION LITERATURE

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



26  |      CLARKE

APPENDIX B

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



       |  27EXPLORING THE LANDSCAPE OF GenAI AND EDUCATION LITERATURE

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



28  |      CLARKE

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



       |  29EXPLORING THE LANDSCAPE OF GenAI AND EDUCATION LITERATURE

APPENDIX C

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



30  |      CLARKE

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



       |  31EXPLORING THE LANDSCAPE OF GenAI AND EDUCATION LITERATURE

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



32  |      CLARKE

 14693518, 0, D
ow

nloaded from
 https://bera-journals.onlinelibrary.w

iley.com
/doi/10.1002/berj.4186 by Y

ork St John U
niversity, W

iley O
nline L

ibrary on [01/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense


	Exploring the landscape of GenAI and education literature: A taxonomy of themes and sub-themes
	Abstract
	INTRODUCTION
	RESEARCH AIMS, OBJECTIVES AND QUESTIONS
	Research questions
	‘GenAI and education’ literature
	Rationale
	Methodology
	Systematic literature selection
	Data analysis, interpretation and reporting
	Thematic analysis

	How was this taxonomy developed?

	DISCUSSION
	The technical strand
	Understanding AI mechanics
	Innovation and development

	The pedagogical strand
	The role of educators
	Ethical considerations
	Contextualisation of GenAI

	Past attempts to integrate technology and pedagogy
	The significance of an emerging technical versus pedagogical strand
	Bridging the divide: Integrating technical and pedagogical perspectives

	CONCLUSION
	FUNDING INFORMATION
	CONFLICT OF INTEREST STATEMENT
	DATA AVAILABILITY STATEMENT
	ETHICAL GUIDELINES
	CONSENT TO PUBLISH
	ORCID
	REFERENCES
	 APPENDIX A
	 APPENDIX B
	 APPENDIX C


