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Abstract—Early cancer identification is regarded as a challenging prob-
lem in cancer prevention for the healthcare community. In addition,
ensuring privacy-preserving healthcare data becomes more difficult with
the growing demand for sharing these data. This study proposes a novel
privacy-preserving non-invasive cancer detection method using Deep
Learning (DL). Initially, the clinical data is collected over the Internet via
wireless channels for diagnostic purposes. It is paramount to secure
personal clinical data against eavesdropping by unauthorized users
that may exploit it for personalized interests. Therefore, the collected
data is encrypted before transmission over the channel to prevent
data theft. Various security measures, including correlation, entropy,
contrast, structural content, and energy, are used to assess the pro-
posed encryption method’s efficiency. In this paper, we proposed using
the Convolutional Neural Network (CNN)-based model and Magnetic
Resonance Imaging (MRI) with different techniques, including transfer
learning, fine-tuning, and K-fold analysis cancer detection. Extensive
experiments are carried out to evaluate the performance of the proposed
DL techniques with regard to traditional machine learning approaches
such as Decision Tree (DT), Naive Bayes (NB), Random Forest (RF),
and Support Vector Machine (SVM). Results show that the CNN-based
model has achieved an accuracy of 98.9% and outperforms conven-
tional ML algorithms. Further experiments demonstrate the efficiency
of both encryption schemes, achieving entropy, contrast, and energy of
7.9999, 10.9687, and 0.0151, respectively.

1 INTRODUCTION

Cancer is notoriously difficult to identify in its early stages.
Furthermore, cancer becomes more prone to growing back
after treatment if detected after specific stages. Commonly,
medical imaging analysis is used for detecting abnormalities
in human body, for instance, blood cancer [1], [2], [3], skin
cancer [4], brain tumours [5], lung cancer [6], breast cancer
[7]. Cancer is actually a tumour developed from organ
disorders and is considered one of the leading causes of
death worldwide [8]. Statistics indicate that around 18.1
million cancer cases were diagnosed in the single year
of 2018, resulting in 9.6 million deaths [9]. These studies
report that lung cancer is the leading cause of death with

(18.4%) of all deceased. Other causes include colon cancer
with (5.8%), breast cancer resulting in (6.6 %), skin cancer
(melanoma and non-melanoma) with (1.3% ), and prostate
cancer causing (3.8%) of all deaths [10].

Early cancer detection has a higher chance of responding
to therapy, resulting in a better likelihood of survival, less
morbidity, and less expensive treatment [11]. There are dif-
ferent screening ways to detect abnormalities in the body in-
dicative of cancer or pre-cancer (cancer before they develop
symptoms), for example, Hepatitis B Virus (HPV) testing,
visual examination with acetic acid (VIA), and mammogra-
phy screening. Main symptoms of cancer include fatigue or
extreme tiredness, eating problems, swelling, thickening or
lumps in a body part, pain, jaundice, cough or hoarseness,
fever, headache, and vision or hearing problems [12]. Fur-
thermore, reliable and definite predictions of cancer prog-
nosis are very challenging. Certain types of cancer are more
challenging for early diagnosis because their symptoms are
ambiguous, and their tell-tale indications on mammograms
and scans are imprecise. Therefore, it is critical to improve
prediction models in clinical cancer research by using mul-
tivariate data and high-resolution diagnostic methods [13].

Most of the classification models that have been devel-
oped in the last few decades are based on supervised learn-
ing, in which datasets play a vital role [14]. These datasets
are either in the form of images or consent forms that can
be corrupted by attackers or eavesdroppers. Intuitively, a
set of accurate data enhances the accuracy of the supervised
learning-based models. Therefore, data security is a crucial
aspect that can be achieved through image encryption in the
case of image data. There is a plethora of image encryption
methods designed to secure digital images that bring along
encryption, computer, or security issues [15], [16], [17], [18],
[19], [20], [21]. Moreover, it is essential to design an encryp-
tion scheme that is able to offer a certain level of security to
the digital images with low computation complexity.

This paper contributes in two ways toward the privacy-
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preserving cancer detection paradigm. First, clinical data
security is enhanced by employing chaos, DWT, and bit-
plane extraction methods. Secondly, the cancer diagnosis
model is developed using a CNN-based deep learning
model. The clinical data in terms of MRI images are ac-
quired at one diagnostic centre (centre A (Â)). This data
is then transmitted via an Internet-aided wireless channel
to another diagnostic centre that lacks a non-invasive diag-
nostic machine (centre B̂Data may be transmitted by email,
which is safe in and of itself but is insufficiently secure to
assure data privacy. Therefore, image encryption is adopted
for the secure transmission of MRI images. These images
are decrypted using the inverse version of the proposed
encryption algorithm at the receiver end. Moreover, the
patient’s report at the receiver end is also encrypted before
being sent to the other end. Initially, the patient’s report
is in text format, but before sending it to the transmission
end, it must be scanned and converted into an image form.
Therefore, the patient’s report can also be encrypted using
the proposed encryption algorithm.The data is then fed
to the proposed non-invasive model for classification into
normal or cancer-positive patients. The result is encrypted
and sent back to the centre A (Â), where it will be decrypted
for consultation. A flowchart of the pictorial view of the
proposed methodology is displayed in Figure 1.

The rest of the paper is organized as follows: Section 2
provides a literature review of the encryption schemes and
disease diagnosis methodologies along with vulnerabilities
and potential solutions. Section 3 illustrates the proposed
encryption scheme to secure the data, and Sections 4 and
5 present the theoretical fundamentals and the proposed
diagnosis methodology of the CNN-based cancer diagnosis
model, respectively. In section 6, the experimental results are
discussed, and finally, section 7 concludes the paper.

2 RELATED WORKS

Conventional encryption schemes such as Advanced En-
cryption Standard (AES) [22] and Data Encryption Standard
(DES) [23] are not suitable for securing the images against
cyber attacks due to highly correlated data and a large
number of encryption rounds. As a result, these schemes
increase computational time, a situation not suitable for real-
time applications. Furthermore, machine learning has been
widely used for disease detection over the last few decades
[24], [25], [26], [27], [28], [29], [30]. This section provides
an overview of the existing image encryption and disease
diagnosis methodologies in the recent literature, along with
solutions given in the subsequent subsections.

2.1 Data Encryption Techniques

Multi-round image encryption, proposed by Romi et al. [31],
is considered a secure multi-channel approach. Specifically,
this approach is designed to handle a small amount of data
or images. Large computational time and weak security of
images with highly correlated data present a risk that needs
to be overcome. Selective encryption can be used to speed
up overall encryption computations while keeping an eye
out for these flaws. In order to address these issues, Yinan
et al. [32] presented DNA origami cryptography (DOC) as a

security technique for secure communication. However, the
small key size makes it vulnerable to brute force attacks,
but this strategy works effectively and offers a sufficient
amount of integrity throughout the communication. In order
to withstand a brute force assault, Alvazari [33] suggested a
key-space of 2100 to resist the brute force attack. As a result,
the key size should be raised to improve security.

In [34], Li et al. introduced an image encryption tech-
nique based on chaos that incorporates dynamic variable
selection and orbit perturbation processes. To obtain ran-
dom numbers, logistic and chaotic sine maps are utilized
to expand the keyspace enough to withstand a brute force
attack. While the security level is maintained, both chaotic
maps [35], [36] are implemented sequentially rather than
in parallel. As a result, the execution time is quite lengthy,
which is inconvenient for real-time applications. In [37],
Sivakumar et al. used scan patterns and real random
streams, which are generated using chaos theory, to present
a chaos-based image encryption scheme. The scan pattern is
used to permute the image pixels. Moreover, a random key
is created using a photonics-based technique and is then
utilized to execute an XOR operation which is performed
bit-by-bit to generate the final encrypted image. Because
the authors reduced the time complexity of their suggested
encryption technique only via permutation operations, the
security level is compromised for two primary reasons.
Firstly, their suggested approach makes use of just a few
elementary mathematical operations. Second, no diffusion
operation is included. According to Claud Shannon’s confu-
sion and diffusion criteria [38], an encryption system must
have both confusion and diffusion operations in order to be
secure. In [39], Kaur et al. proposed a chaos-based image
encryption scheme in which piecewise linear chaotic maps
(PWLCM) is used to generate a random number for per-
mutation and confusion purposes. Unlike one-dimensional
chaotic maps such as chaotic logistic maps [40], PWLCM is
a high-dimensional chaotic map that performs better than
all other one-dimensional chaotic maps [41], [42], [43], [44].
Kamrani et al. [45] proposed an encryption system based
on confusion and diffusion operations utilising two chaotic
logistic maps. To strengthen the security of their suggested
encryption algorithm, the authors fulfilled Shannon’s cri-
teria for a confusion-diffusion mechanism. However, since
both processes are implemented sequentially, completing all
of the mathematical operations in their proposed work takes
a long time.

An image encryption scheme for medical imaging like
MRI and X-ray suggested in [46] by Rehman et al. has
a tiny key-space and lack of security issues. Chaos and
substitution boxes (S-boxes) are used to tackle both of these
problems. For enlarging the key-space, multiple chaotic
maps are used, in which six key parameters and the key
sensitivity of each are 1015, which means that the total key-
space will be at least 2200 which is large enough to resist a
brute force attack. In addition, S-boxes, which substitute im-
age pixels according to the substitution algorithm, enhance
the security of encrypted images. Guodong et al. [47] devel-
oped an image encryption scheme based on frequency and
spatial encryption. The Discrete Cosine Transform is used
for frequency-domain encryption, whereas a substitution-
permutation procedure is used for spatial domain encryp-
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Fig. 1: Overview of the proposed research

tion. This method is capable of encrypting digital images
quickly and securing them at a higher level. Statistical
analyses, such as correlation, entropy, contrast, and energy
analysis, are used to demonstrate a level of security. This
method provides convincing results. However, it is not ro-
bust against noise or cropping attacks. In [48], a method for
encrypting multiple images using the Lyapunov, phase, and
bifurcation diagrams is proposed. In this scheme, to ensure
the integrity of the original image, numerous grayscale
photos are fused together. Using a hyperchaotic system
with numerous encryption rounds, a random sequence is
created for scrambling, resulting in a higher encryption
computation time.

2.2 Machine Learning-based Disease Detection

In [49], Onur et al. proposed a three-dimensional convolu-
tional neural network-based nodular lung disease detection
and diagnosis method where a publicly accessible dataset
on Kaggle is used to train the model. While the detection
and diagnosis systems are developed individually, it has
been discovered that linking the detection and diagnostic
components is critical. By leveraging this connection, an
end-to-end system is created that performs better and is
more durable, obviating the need for a false positive re-
duction phase during nodule identification. The systems’
overall accuracy is 95%, which is insufficient for swearing
instances, such as those involving patients who are swear-
ingly suffering from a lung illness. In [50], Rishav et al.
discussed unbalanced datasets to highlight their associated
problems. They found, for example, that if the overall num-
ber of cases for a specific class is significantly high than the
acceptable number, this may result in inaccurate classifica-
tions. A transfer learning-based image classification can be
used to address this problem.

A well-known VGG-19 is also being considered to in-
crease the system’s efficiency. VGG-19 is a convolutional
neural network and has 19 layers [51]. This is accomplished
by using an ImageNet dataset and applying machine learn-
ing techniques to identify various subjects, such as a breast
cancer patient or a normal subject. To maintain nearly one
to one ratio of images from normal subjects and patients in

the collection, 277,524 images are taken. When the various
methodologies are compared, the methodology provided
in [50] outperforms, with an accuracy of 90.3%. In [52], a
Stacked Sparse Autoencoder (SSAE)-based deep learning
approach for efficiently detecting nuclei in high-resolution
histopathology images of breast cancer is proposed. In order
to determine the nuclei’s distinguishing features, the SSAE
learns high-level features from pixel intensities alone. Image
patches are represented by high-level features derived from
the autoencoder, which are then input to a classifier that
classifies each patch as either nuclear or nonnuclear. Al-
though the methodology proposed in [52] is able to classify
them, the overall accuracy is 78.83%, which is not acceptable
in sensitive medical decisions. In [14], Yi et al. proposed
a methodology to detect breast cancer using Automated
Breast Ultrasound (ABUS), in which a 3D convolutional
neural network is incorporated. Specifically, a supervision
method is presented in which a classification of cancer
patients and healthy subjects is performed using multi-
layer architecture. The dataset is composed of 899 cases, of
which 754 are from cancer patients and 144 are from healthy
persons. The system performance is tested using several
metrics such as accuracy, precision, F1-score, and recall. The
experimental results show that this system can classify with
an accuracy of up to 95%.

Apart from CNN, several different deep learning models
such as Deep Belief Networks (DBN), recurrent neural net-
works (RNN), and deep Boltzmann machines (DBM) have
also been used in medical applications such as disease diag-
nosis. In [53], Altan et al. proposed a methodology to detect
breast cancer using DBN in which different medical images
are used as a dataset. To detect breast cancer, statistical and
physiological features are extracted from the images used
in the dataset. The accuracy of his proposed model is 96.4%
which is quite good yet insufficient for effectively detecting
malignant disorders. In [54], Patil et al. used image process-
ing, segmentation, and RNN to detect breast cancer from
medical images. Moreover, to enhance the proposed work,
an optimized hybrid classifier is also incorporated. Original
medical images contained a lot of noise. So, a median filter
is used on the images in the dataset to remove the noise,
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which makes the model more optimized and accurate. Li et
al. [55] developed a future forecasting system that detects
an early cancer disease in which DBM are used. There
is no segmentation or noise reduction, which reduces the
accuracy of their suggested model, which is unacceptable
for real-time cancer illness diagnosis. Antropova et al. [56]
proposed a technique for breast lesion classification based
on recurrent and convolutional neural networks. The train-
ing phase is used to develop long-term, short-term memory
(LSTM). To capture local variations in lesion enhancement,
features from numerous pre-trained CNNs are retrieved.
Additionally, the performance of the LSTM is compared to
that of the CNN, with the LSTM outperforming the CNN.
Their planned work is 93% accurate.

Keeping in mind the challenges pointed out in the litera-
ture, this paper proposed novel data encryption and disease
diagnosis techniques. The major contributions of this work
are summarized in the following subsection.

2.3 Contributions

According to the WHO report, efficient cancer detection and
diagnosis are paramount to reducing the resulting rate of
casualties [57]. The contributions of this work are as follows.

• To enhance the security of medical data, a chaos-
based image encryption technique is presented and
compared with existing schemes to demonstrate the
proposed encryption scheme’s efficiency.

• Primary clinical data has been collected from three
hospitals in Rawalpindi and Islamabad, Pakistan.

• We devised a method for accurately predicting the
occurrence of cancer that may be deployed using
a smartphone application. The suggested technique
makes use of CNN as a classification algorithm.

• Additionally, a K-fold analysis and voting technique
are utilized to select a particular subset of the data,
and as a result, the proposed model provides higher
accuracy.

• Various performance metrics like precision, recall,
and F1 score are used to validate the proposed model
in addition to the commonly used accuracy mea-
sure. Furthermore, transfer learning and fine-tuning
techniques are performed for further performance
enhancement.

3 PROPOSED DATA ENCRYPTION SCHEME

The proposed algorithm for data security contains four main
ingredients: (a) Bit-plane extraction, (b) Discrete Wavelet
Transform (DWT), (c) Confusion (Permutation); and (d) Dif-
fusion (Substitution using substitution box (S-box). As men-
tioned in the literature, chaos-based encryption schemes
offer several benefits, including their sensitivity to initial
conditions, difficult-to-predict, and huge keyspace, which
leads to better outcomes than frequency-based encryption
[58], [59], [60]. Thus, chaos-based encryption is employed
to secure the medical data used in the proposed work to
an appropriate degree of security. Numerical analysis of
the chaos-based and frequency-based encryption schemes
is performed in [61], and it is clearly stated that chaos-based

encryption schemes may generate more random enciphered
images than frequency-based encryption schemes.

To generate random sequences, a Cubic Logistic chaotic
map (CLCM) is used, which is one-dimensional. It is worth
mentioning here that high-dimensional chaotic maps are
more secure, but it also takes more time to execute. There-
fore, for time reduction, a low-dimensional chaotic map is
considered in the proposed encryption algorithm. However,
to enhance the security level of encrypted medical images,
multiple encryption methodologies such as bit-plane extrac-
tion, chaos theory, confusion, and diffusion are used.

To reduce the time complexity of the proposed encryp-
tion schemes. Only low-frequency bands and the most sig-
nificant bit plane are considered. Because the low-frequency
bands and most significant bits contained most of the plain-
text information. The block diagram of the proposed encryp-
tion technique is given in Figure 2, and Figure 3 illustrates
four encrypted images corresponding to the original images.

Original image
Bit-plane 
Extraction

DWT
Only MSBs bit-

plane are 
Chosen

Low frequency 
component 

(LL-sub band)
Confusion

IDWT

Diffusion (S-
box)

Ciphertext

Initial 
conditions

CLCM
Floor 

Function
Modulo 
operator

Random 
Sequences

Update 
values

Fig. 2: Block diagram of proposed encryption technique

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 3: Original images and their corresponding encrypted
images
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(a) Bit-plane extraction: The process of extracting binary
planes from original image is known as bit plane extrac-
tion. The theoretical representation of bit-plane extraction is
given in Equation 1:

I =
1

2L

2L−1∑
a=0

2L−1∑
b=0

ILa,b × 2L (1)

Where L represents the total number of binary bit-planes
and its values in range: { L| L ∈ W ∧ 0 ≤ n ≤ 7 }. The
individual bit plane can be extracted as: I

′7
a,b × 27, I

′6
a,b ×

26, I
′5
a,b × 25, I

′4
a,b × 24, I

′3
a,b × 23, I

′2
a,b × 22, I

′1
a,b × 21, and

I
′0
a,b × 20. Where, I

′7
a,b × 27 represents the 8th bit-plane and

so on. The amount of plaintext information in the individual
bit plane may vary, as can be seen in Figure 4.

The 8th contains the highest percentage of plaintext in-
formation, and the 1st contains the least amount of plaintext
information.

(a) Original im-
age

(b) 8th bit plane (c) 7th bit plane (d) 6th bit plane (e) 5th bit plane

(f) 4th bit plane (g) 3rd bit plane (h) 2nd bit plane (i) 1st bit plane

Fig. 4: Binary Plane extracted form original image

The percentage amount of information present in an
individual bit plane is displayed in Table 1 and it can be
determine using Equation 2 [62].

I =
2L−1∑7
L=0 2

−1
(2)

TABLE 1: Percentage amount of information in individual
binary bit planes

Bit plane Percentage amount Bit plane Percentage amount
index of information index of information

0 0.3000 4 6.2500
1 0.7900 5 12.2300
2 1.4200 6 25.7000
3 3.1200 7 50.2000

The original image form all the extracted binary bit
planes can be reconstructed as follows:

Ia,b = I
′7
a,b × 27 + I

′6
a,b × 26 + I

′5
a,b × 25 + I

′4
a,b × 24+

I
′3
a,b × 23 + I

′2
a,b × 22 + I

′1
a,b × 21 + I

′0
a,b × 20 (3)

Most of the information from the original image is present
in the 8th binary bit plane. Therefore, for enhancing the
image security, only the most significant binary bit-planes
(8th, 7th, 5th and 4th bit-plane) are considered for the rest of
the encryption steps.

(b) Discrete Wavelet Transform: The wavelet compo-
nents of the signals may be extracted using a wavelet trans-
form. An audio signal’s precise features may be separated
using wavelets [63]. For example, a wavelet may be used
to separate fine details (edges) from low-frequency compo-
nents. For this, small and enormous wavelets are used to
isolate fine and coarse details, respectively.

The plaintext is transformed into various frequencies
using the Haar wavelet in the proposed encryption tech-
nique. Sub-bands such as the LL, LH , HL, and HH may
be extracted using the decomposition of plaintext image by
applying DWT.

The Haar waveltes can be expressed as W = HOHT .
Where O represents the original image having same num-
bers of rows (R) and columns (C), H express the haar
transform matrix equal to the size of the original image and
W represents the transformation matrix which holds haar
basis function hf (z) in which z ∈ [01] and b may defined as
b|b ∈ N ∧ 0 ≤ b ≤ C − 1. Uniquely, it can be decomposed
using Equation 4.

b = 2e + s (4)

Here, e and s represents the greatest power of 2 and the
reminder (s = 2e) respectively. According to Equation 5,
haar has a basis function.

hb(z) =
1√
C



1 if b = 0 & 0 ≤ f < 1
2e/2 if b > 0 & s/2e ≤ f <

s+0.5
2e

−2e/2 if b > 0 & (s+ 0.5)/2e ≤
f < s+1

2e

0 anywhere
(5)

Equation 6 provides the inverse version of the transfor-
mation kernel, which may be substituted to produce a 2D
Discrete Haar Wavelet Transform (DHWT).

h′(z, b) =
1√
C
hb(z/M) for z = 0, 1, 2, ...., C − 1 (6)

Where, ha(w) is defined as:

hb(z) = H ′ =



h0(
0
C ) h0(

1
C ) ....h0(

C−1
C )

h1(
0
C ) h1(

1
C ) ....h1(

C−1
C )

h2(
0
C ) h2(

1
C ) ....h2(

C−1
C )

. . .

. . .

. . .
hC−1(

0
C ) hC−1(

1
C ) ...hC−1(

C−1
C )


(7)
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Finally, the transformation matrix for b = 0, 1, 2, · · · , C − 1
will be given as:

H =
1√
C
H ′ (8)

High and low-pass filters are used to evaluate each pixel
row in the horizontal direction in the case of 2-D signals
(images of I(R,C)).The result is an image of Lr and Hr

with a size of R
21 × C

21 . After that, the new images (Lr

and Hr) are analyzed in the vertical direction using high-
pass and low-pass filters called α(C) and β(C). This results
in the LL1, LH1, HL1, and HH1 frequency subbands.
Figure 5 shows the four frequency sub-bands generated
after applying 2DHWT.

(a) Original im-
age

(b) LL (c) LH (d) HL (e) HH

Fig. 5: Frequency bands extracted from the cameraman
image using DWT

(c) Confusion process: As shown in Figure 5, the low-
frequency sub-band (LL sub − band) contains the majority
of the information in the original image. As a result, in
the proposed encryption scheme, the confusion process is
performed only on this sub-band to reduce the overall
computational time required for encryption. The confusion
process is applied according to a random sequence gener-
ated using chaos by incorporating Algorithm 1.

(a) (b)

Fig. 6: Random sequences generated using CLCM

(d) Substitution process: As the scrambled bit-planes
consist of several frequencies, it is necessary to convert
them into eight-bit integer values using the inverse discrete
wavelet transform (IDWT) for the substitution process. Such
integer values are replaced by S-box values given in Table

Algorithm 1 Random sequence generation module

1: Input CLCM and seed values (η1, ζ1 (For creating con-
fusion in rows), η2 and ζ2 (For creating confusion in
columns) where, ζ ∈ (0 1) and [1.41 1.63)). The CLCM
equation is given as:

ζi+1 = η ∗ ζi(1− ζi) ∗ (2 + ζi) (9)

2: Output: τ = mod (σ, 256)
3: Using the inputs, generate the random values equal to

the number of rows present in the LLsub− band.
4: Store the random values in an array, lets say K
5: Update K as follows:

ϱ = Ki ×Dnum

Dnum can be any large number i.e, 999.
6: To convert the decimal values into the real integer

numbers, apply the floor function.
7: To restrict the the values in range [0 255], take modulo

of the values generated after applying the floor function.
Save the integer values in an array (σ).

8: Apply τ sequence to create confusion in the rows and
columns of the LLsub− band. The random sequence for
row and columns scrambling is shown in Figure 6.

9: End

2. The S-box used in the proposed work is proposed by
Hussain et al. [64]. The substitution process is explained in
Example 1:

Example 1: Lets take a small portion of an image gener-
ated after taking IDWT is:

I =

 80 156 205
246 90 50
183 120 165


Convert the pixel values of the image I into binary

values: 01010000 10011100 11001101
11110110 01011010 00110010
10110111 01111000 10100101


Convert all the eight bits of each pixel into two groups

containing four bits each.

{(0101), (0000)} {(1001), (1100)} {(1100), (1101)}
{(1111), (0110)} {(0101), (1010)} {(0011), (0010)}
{(1011), (0111)} {(0111), (1000)} {(1010), (0101)}


 {R : 5, C : 0} {R : 9, C : 12} {R : 12, C : 13}
{R : 15, C : 6} {R : 5, C : 12} {R : 3, C : 2}
{R : 11, C : 7)} {R : 7, C : 8} {R : 10, C : 6}


Replace the values with the corresponding S-box values to
create diffusion in the input values. The encrypted matrix
will be: 198 71 79

83 104 82
251 174 73


The purpose of choosing low-frequency bands and

the most significant bit plane in the proposed encryption
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TABLE 2: S-box

254 132 255 222 122 15 53 115 145 150 225 175 78 64 184 93
87 19 27 95 246 252 113 59 228 207 101 180 161 154 152 149
238 85 229 91 89 37 26 143 114 123 0 190 51 164 75 237
249 240 82 28 196 209 230 203 105 6 31 217 72 118 226 176
42 253 116 108 163 120 80 131 221 16 97 8 88 153 169 170
198 34 11 21 46 247 67 20 125 36 76 155 104 102 128 179
139 214 148 50 121 12 158 216 189 210 185 232 197 110 231 146
5 109 244 127 77 3 1 107 174 117 181 61 142 124 168 172
41 62 239 29 10 58 25 66 151 47 52 43 212 79 191 173
200 65 39 242 7 166 233 201 219 74 177 144 71 183 63 171
137 2 204 24 14 248 73 135 81 17 178 136 157 167 156 165
9 35 130 235 90 40 133 251 182 140 193 100 55 79 220 162
86 213 23 70 111 194 245 38 186 4 224 147 22 223 98 159
250 112 84 141 18 57 160 205 60 199 99 211 13 92 94 187
40 56 241 234 54 68 33 126 45 138 32 48 206 208 96 188
202 69 30 106 134 227 83 236 192 129 103 215 243 218 119 195

scheme is to reduce the overall encryption computational
time. The low-frequency bands and most significant bits
contained most of the plaintext information. Therefore, there
is no need to encrypt all the sub-bands and bit-planes except
the LL sub-band and the most significant bit-planes.

There will be no information loss on the receiving end
while the original information is being recovered because
both the DWT and bit-plane extraction methods have in-
verse processes that have the ability to recover the exact
pixel values of digital images.

4 CONVOLUTIONAL NEURAL NETWORKS (CNN)
Several methodologies for detecting a tumour using ma-
chine learning (ML) algorithms have been proposed in
recent years [65], [66], [67]. From the literature, the accuracy
achieved via using ML algorithms is not acceptable. There-
fore, a deep learning algorithm known as CNN is used to
enhance the performance of the proposed classification task.

CNN has dominated the machine vision area in recent
years. A CNN comprises multiple layers: hidden, input, and
output. CNN often uses convolutional, pooling, fully con-
nected, and normalizing layers as hidden layers. Additional
layers may be used for more advanced models. Figure 7
illustrates examples of a conventional CNN [68].

Fig. 7: CNN architecture

The vector calculus and chain rule may be applied in the
CNN learning process.

Take x ∈ RX and S as a vector and any scalar (i.eS ∈ R)
respectively. The partial derivative of S with respect to w
will be:

∂S

∂w
=

∂S

∂wi
(10)

w and ∂S
∂w will be same in size and ∂S

∂w is the ith element.
Moreover, an assumption is made i.e N ∈ RL and ∂S

∂wR =
∂S
∂w )R. For this scenario, the partial derivative of S will be as
under:

[ ∂w

∂NR

]
il
=

∂wi

∂Ni
(11)

Whereas, ∂S
∂NR can be determined using the chain rule as

defined in Equation 12.

∂S

∂NR
=

[ ∂S

∂NR

][ ∂w

∂NR

]
(12)

The difference between the outcomes u,N1 → L1,N2 →
L1, · · ·NL → TL = S and CNN ′s NM may determine
using the loss function i.e S = |u − NM |2. Therefore, the
convolution is stated that:

wik+1.ll+1,c =

Q∑
i=0

L∑
l=0

E∑
c=0

hi.l.c ×NM
ik+1+i,lk+1+l,c (13)

The convolution size depends on the size of filter. i.e, if
filter (h) size is (O×L×Ek), the size of the convolution will
be: (O − O + 1) × (Lk − L + 1) with E slices that means
z(wk+1) in QOk+1×Lk+1×Ek+1

, Ok+1 = Ok - O + 1, Lk+1 =
Lk - L + 1, Ek+1 = E.

Equation 14 can be used to calculate the probability
of each symbol is T ∈ {1, 2, 3, · · ·T} that occurs in each
training event.

O(T |N) =
exp(ST )∑T
i exp(Si)

(14)

Here, the non-normalized log probability is represented
by S. Whereas the cross-entropy for the proposed model can
be determined using as follows:

Entropy =
T∑

T=1

log(p(T )q(T )) (15)

Gradient training deep models are achievable due to the
cross-entropy loss as it is differentiable in logistics, ST . The
gradients vary from -1 to +1, and the fundamental aspect
of the gradients is ∂k

∂ST
. If the cross-entropy is kept as low

as possible, the chance of a correct classification increases.
Overfitting can be avoided by examining the distribution of
over labels independent of the training examples v(t) with
a smooth parameter eta, where p(T |N)= σT,N′ is modified
as follows:

p
′T |N = (1− η)ϖT,N + ηΞ(T ) (16)
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p
′T |N is the combination of of qS|N and stable distribu-

tion Ξ(T ) having weights (1 - η) and η respectively. When
label-smoothing regularization is performed with Ξ(T ) = 1

T ,
the p

′T |N becomes:

p
′T |N = (1− η)ϖT,N +

η

S
(17)

Equation 17 can be expressed in the function of entropy
as follows:

q(p
′
, r) = −

J∑
t=1

log(p(t))p
′(t) = (1− η)q(p

′
, r) + ηP (u, q)

(18)
In other words, the label-smoothing regularisation is equiv-
alent to computing the Kullback–Leibler divergence by re-
placing a single cross-entropy loss with two losses, one for
each of G(p, r) and G(s, r).The second loss penalises the
predicted label distribution r for deviating from the prior
distribution s by an amount equal to η

(1−η) . In [69], [70],
other mathematical formulations of CNN architecture can
be found.

4.1 Transfer Learning
Predictive tasks such as brain tumours, liver and lung
disorders, and other diseases may be predicted by using
transfer learning. It means that data from one context may
be utilized to enhance performance in another one. Transfer
learning is often used when the new dataset on which the
pre-trained model is trained is smaller than the original one.
Repurposing an Inception-v3 model trained on ImageNet to
learn features for training on a new dataset is the goal of this
project (CIFAR-10 and Caltech Faces) [71]. Starting with the
features acquired on ImageNet and adapting them to a new
dataset or task rather than starting from the beginning with
random weight initialization is an advantage of transfer
learning [72].

4.2 Fine Tuning
In order to identify the 1000 generic object classes in Im-
ageNet, the proposed model has been modified. Transfer
learning is the foundation of network fine-tuning. We can
train a CNN to learn features for a wide range of domains by
strengthening the classification function for error reduction
[73]. The network is then fine-tuned to reduce errors in a
more narrowly defined region when the classification func-
tion is updated. The network’s functions and characteristics
are assigned to the specialised domain in this configuration.

The CNN classification function, commonly known as
”softmax,” is used while computing the likelihood of each of
the ImageNet dataset’s 1000 classes. To begin the fine-tuning
process, old values in the softmax classifier are removed and
replaced with new random values. A new softmax classifier
is then trained from the start using the back-propagation
technique and a huge dataset of cancer patient data.

The learning rates of each layer must be correctly cali-
brated before the back-propagation process for fine-tuning
can be initiated, and this is critical. For the purpose of
this research, we increased the learning rate of the top
classification layer to 10 and decreased it to 0.1 for the

following seven classification layers. The back-propagation
technique was used to optimise the network parameters,
with a total of five thousand rounds being completed using
stochastic gradient descent (SGD) [74].

5 MATERIAL AND METHOD

The suggested non-invasive methodology for cancer diag-
nosis complements existing diagnostic tools and mecha-
nisms and helps medical practitioners diagnose cancer more
reliably and precisely. The dataset contains 4,800 authen-
ticated MRI images that will be utilized in the planned
research. The MRI images of the normal patient are different
from such images in which tumour appears. The tumour in
MRI images have different color intensities as it can be seen
in Figure 8.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 8: (a-d) Normal patient images (e-h) Cancer image
patient

The images are grouped into training images and patient
testing images. Before beginning to analyse MRI scans, all
radiographs were checked for quality control, and any low-
quality or unreadable scans were eliminated. Following that,
two professionals appraised the images before they were
accepted for use in the AI system. Finally, a third expert
examined the assessment set to ensure no grading issues
existed.

The proposed work aims to categorize healthy and can-
cer disease patients, therefore distinguishing them from one
another. The classification performance is assessed in order
to reach this categorization. Figure 9 depicts the proposed
work’s block diagram.

• The data is gathered using magnetic resonance imag-
ing (MRI) scans. The sizes of various MRI scans vary;
for instance, A and B signify the rows and columns
of image pixels, respectively.
Image Preprocessing : The imaging preprocessing stage
is critical for producing clear and distinct images.
The preprocessing of the image permits the classifi-
cation phase. First and primarily, the data augmenta-
tion procedure was used. This procedure contributes
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Fig. 9: Flowchart of the proposed model for cancer diagnosis

to the dataset’s volume expansion by performing
several conversions to the initial input. The input
was duplicated using several conversion techniques,
including translation, symmetry, and rotation. The
stages involved in preprocessing and augmentation
are mentioned below.
Translation: The images were resized to a particular
pixel count and oriented in a specified direction.
Centering The rows and columns of each image were
removed from their edges. Thus, images of various
sizes might be obtained. Later, the whole row and
column widths are clipped, and the total number of
images is tallied.
Segmentation: It is required to extract and classify
high-quality images. While segmenting the high-
resolution pictures, spectral confusion occurred, de-
lineation was compromised, and the images’ preci-
sion was lowered. Moreover, to enhance this, the
object-oriented image segmentation approach was
used to remove salt and noise from the image while
also increasing its precision via the use of object
structure and spectral signatures.
Feature extraction: Features are retrieved by employ-
ing the filters provided in the various layers. Filters
in the first layers (convolution and pooling) are used
to extract low-level features, whereas high-level fea-
tures are extracted in the upper convolutional layer.

• Distinct feature vectors (Z.Vs) for each X-ray image
were made: Z.V = Z1, Z2, Z3 · · ·Z14.

• The provided matrix (Z.V s) contains only vectors
representing statistical features collected from MRI
Scans. Such features may be represented in a single
data set, as seen in Equation 19.

Z.V1 = Z1, Z2, Z3...Z14

Z.V2 = Z1, Z2, Z3...Z14

Z.V3 = Z1, Z2, Z3...Z14

...
Z.Vn = Z1, Z2, Z3...Z14

 (19)

• These retrieved features were then sent to the classi-

fier for decision-making with the help of fully con-
nected layers.
The dataset was divided into two portions for train-
ing and testing purposes. The training data set in-
cluded a combination of healthy and pneumonia-
infected patients, and the model was trained using
CNN. As specified in Equation 20, nearly 80% of the
dataset was randomly selected for training purposes,
taking into account both healthy and contaminated
data types. The precise allocation of data for training
and testing purposes may vary.
Additionally, we used transfer learning and fine-
tuning to increase the accuracy of the suggested
model. The model’s accuracy was determined to be
98% after fine-tuning. Furthermore, K-fold analysis
and voting procedures were added to improve the
suggested model’s accuracy, which was successfully
attained at 99.7 percent.

5.1 K-Fold Analysis

The K-fold validation purpose is used to test the
proposed model by selecting various values of K
(K = 10, K = 15, K = 20, K = 25, K = 30). Such a
validation methodology uses the dataset to train the
model by selecting different training data from the
whole dataset. For instance, if the value of K = 10, a
total of ten iterations will be performed in which ten
percent of the whole data set is selected for testing
purposes. i.e., for the first iteration, the first 1/10th

part of the dataset will be used for testing purposes.
Similarly, in the second iteration, the second 1/10th
will be used for testing, while the remaining data
will be used for training. Mathematically, it can be
written as:


if
Total test instances T= 5000
Training instances (Total instances) - (5000)

(20)
To evaluate the model when K is set at 10, divide

the dataset into ten divisions. Each division will be
used as a test dataset in each iteration.

5.2 Voting Techniques

It is a meta classifier that combines equivalent or ex-
cellent machine learning classifiers for classification
and detection [75]. It is also known as an ”ensemble
voting classifier.” The Ensemble Voting Classifier is
used to carry out ”hard” and ”soft” voting, respec-
tively.

5.2.1 Hard Voting
The simplest example of majority voting is hard
ensemble voting, which is the most common kind of
voting. This strategy is based on obtaining a majority
of votes [76]. For example, in the suggested study,
in order to improve the accuracy of the model, k-
fold analysis is employed to classify the event into
two categories depending on the majority of votes
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received: A and B. Figure 10 shows the accuracy
of all of the k-models, and it can be observed that
the majority of the models prefer class A over class
B. As a result, after applying rigorous voting, a
forthcoming sample will be classified as class A. The
detailed flow diagram of the hard voting applied to
the proposed work is given in Figure 10.

New instance

Classifier-1
K=10

Classifier-2
K=15

Classifier-3
K=20

Classifier-4
K=25

Classifier-5
K=30

Cancer patient

Cancer patient

Normal 
patient

Cancer patient

Cancer patient

Hard voting
Cancer 
patient

03 votes for 
cancer patient

01 votes for 
normal patient

Fig. 10: Classification using hard voting

5.2.2 Soft Voting

A classifier’s predicted probability, denoted by p,
is used to anticipate which classes will be selected.
Figure 11 depicts various probabilities of occurrences
of a particular type based on the results of a single
k-model [77]. Equation 21 can be used to determine
the probability of each class occurring.

Class cancer (C) =
Po(C)1 + Po(C)2 + · · ·+ Po(C)N

N
(21)

Class normal (N) =
(N)1 + Po(N)2 + · · ·+ Po(N)N

N
(22)

Class (C) =
0.70 + 0.45 + 0.55 + 0.65 + 0.40

5
×100 = 55 (23)

Class (N) =
0.30 + 0.55 + 0.45 + 0.35 + 0.60

5
×100 = 45% (24)

6 RESULTS AND DISCUSSION

Different performance measurement parameters are ex-
plained below to evaluate the performance of both proposed
models, including the encryption scheme for data security
and the detection model for cancer diagnosis.

New 
instance

Classifier-1
K=10

Classifier-2
K=15

Classifier-3
K=20

Classifier-4
K=25

Classifier-5
K=30

Po(Cancer): 0.70
Po(Normal): 0.30

Po(Cancer): 0.45
Po(Normal): 0.55

Po(Cancer): 0.55
Po(Normal): 0.45

Po(Cancer): 0.65
Po(Normal): 0.45

Po(Cancer): 0.40
Po(Normal): 0.45

Soft 
voting

Cancer 
patient

Fig. 11: Classification using soft voting.

6.1 Analysis of Proposed Encryption Scheme
To analyze and compare the proposed encryption scheme
against existing techniques, security parameters such as
entropy, energy, correlation, homogeneity, structural content
(S.C), and histogram analysis are conducted. The mathemat-
ical representations and the relationship with strong security
are given in Table 3. Further details of a similar analysis are
given in [78], [79], [80], [81], [82]. From Table 3, it can be seen
that the numerical values of the security analysis for the
proposed work are much better than the existing ones. This
is because numerous DWT, chaos, and bit-plane extraction
approaches are used to improve the suggested encryption
scheme’s performance. In addition, the use of DWT and
bit-plane extraction makes the proposed encryption process
significantly faster by only encrypting the low-frequency
band and the most important bits. . The results given in
Table 4 show that the proposed scheme performs better than
existing encryption schemes.

6.2 Histogram Analysis
A histogram shows pixel distribution over the image [88].
Figure 12 shows the histogram for an original picture with
several histogram peaks. As shown in Figure 12, the pixels
of the encrypted images are evenly distributed. Enciphered
pictures’ histograms must be near flat and distinct from the
original image’s histogram to provide a secure encryption
process. As is evident from Figure 12, the proposed encryp-
tion scheme does provide satisfactory results and fulfills the
minimum requirement of the histogram test. Performance
measures to evaluate ML/DL detection systems include ac-
curacy, specificity/precision, sensitivity, recall, F1 score, and
AUC in detecting cancer. For such detection models, various
performance criteria might lead to varying conclusions. For
instance, in terms of accuracy, which is usually a primary
assessment measure for any classification system, a model
may provide excellent results if it is able to identify the
patterns correctly. Different performance parameters and
their corresponding mathematical equations are listed in
Table 5.

In Table 5, ΓP , ΓN , 𭟋P and 𭟋N represent true positives,
true negatives, false positives and false negatives, respec-
tively. These terms are defined as follows:

True positives (ΓP ): The number represents the instances
when a patient has cancer, and the model detects it correctly.
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TABLE 3: Performance measuring parameters

Parameters Mathematical equations Relationship with Variable explanation
strong security (S.S)

Entropy Ent = −
∑

O(pi)log2en(ci) Entropy ∝S.S O(pi) is probability
of occurrence

Energy Energy =
∑

O(a, b)2 Energy ∝ 1
S.S O(a,b) is an

original image

Correlation Co =
1
L

∑L
j=1(xi−En(a))(yi−En(b))

σaσb
L: Total pixels,

σa =
√
V ARa, σb =

√
V ARb Correlation ∝ 1

S.S E(a) and E(b) is Encrypted
V AR(a) = 1

L

∑L
j=1(ai − E(a))2 image in horizontal

V AR(b) = 1
L

∑L
j=1(bi − E(b))2 and vertical direction

Contrast Cont =
∑

|a − b|2O(a, b)
]

Contrast ∝S.S O(a,b) is gray-level
co-occurrence matrices

Homogeneity
∑

a

∑
b

O(a,b)
1+|a−b|

]
Homogeneity ∝ 1

S.S //

S.C Sc =
∑M

a=1
∑N

b=1[O(a,b)]2∑M
a=1

∑N
b=1

[En(a,b)]2
S.C ∝ 1

S.S En is encrypted image

TABLE 4: Statistical security analysis.

Proposed work
Encrypted MRI images Homogeneity SC Entropy Correlation Energy Contrast Execution time (sec)
Normal MRI image1 258 18 7.9992 0.0001 0.154 9.2413 0.021
Normal MRI image2 259 15 7.9991 -0.0054 0.0156 10.7891 0.020
Normal MRI image3 260 16 7.9988 0.0010 0.0155 10.1584 0.025
Normal MRI image4 251 16 7.9991 0.0001 0.0155 10.7914 0.027
Cancer MRI image1 251 19 7.9991 -0.0035 0.0152 10.7341 0.029
Cancer MRI image2 256 17 7.9997 0.0006 0.0151 10.7982 0.030
Cancer MRI image3 251 16 7.9992 -0.0015 0.0155 10.1351 0.022
Cancer MRI image4 260 15 7.9990 0.0004 0.0154 10.7546 0.025
Average 260 15 7.9990 0.0004 0.0154 10.7546 0.025

Comparison
Existing schemes MSE PSNR Entropy Correlation Energy Contrast Execution time (sec)
Ref [83] 249 20 7.9953 -0.0015 0.0156 9.9882 1.361
Ref [84] 248 25 7.9959 0.0006 0.0155 9.9783 1.399
Ref [85] 249 23 7.9925 -0.0075 0.0160 9.9944 2.978
Ref [86] 248 26 7.9944 -0.0050 0.0159 9.6986 2.036
Ref [87] 247 21 7.9972 0.0009 0.0158 9.9973 2.971

TABLE 5: Performance evaluating parameters

Parameters Mathematical equations
Parameters Mathematical equations

Accuracy ΓP+ΓN
ΓP+𭟋P+N+𭟋N

Specificity /precision ΓP
ΓP+𭟋N

Sensitivity /recall ΓN
ΓN+𭟋P

F1-Score 2 ×
[

Sensitivity×Specificity
Sensitivity+Specificity

]

True negatives (ΓN ): The number represents the instances
when a patient is actually not suffering from cancer, and the
model correctly identifies it as healthy.

False positives (𭟋P ): The number represents the instances
when a patient is healthy, but the model identifies it as
cancer affected.

False negatives (𭟋N ): The number represents the instances
when a patient has cancer, however, the proposed model
identifies it as healthy.

The performance parameters given in Table 5 can be
determined using the confusion matrix, a 2-D array which
contain ΓP , ΓN , 𭟋P and 𭟋N . The confusion matrices for the
proposed model with transfer learning and fine-tuning are

given in Figure 13. Furthermore, the statistical values for
the proposed and existing schemes are shown in Table 6,
demonstrating that the suggested approach is significantly
more reliable than the existing ones. Numerous existing
models like CNN, RF, NB, and SCM are employed to
determine which one performs the best. Several method-
ologies for tumour detection using machine learning (ML)
algorithms have been proposed in recent years. According
to the literature, the accuracy gained via machine learning
algorithms is not satisfactory. As a result, a deep learning
technique known as CNN is employed to improve the sug-
gested classification task’s performance. When CNN is used,
the suggested work is 97.2 percent accurate, as shown in
Table 6. While RF, NB, and SVM give accuracy of 98%, 90%,
and 15%, respectively, that reflects that the CNN is the better
option for the proposed model. Apart from CNN, several
deep learning algorithms such as Recurrent Neural Net-
works (RNNs) [89], Deep Boltzmann Machines (DBMs) [90],
and Deep Belief Networks (DBNs) [91] are also analyzed
to compare their performance with that of CNN. Different
statistical values corresponding to each parameter are given
in Table 6, indicating that CNN has the highest accuracy
among them. Additionally, accuracy and loss curves are
shown in Figure 14 with the minimal loss indicating the
capability of the proposed model in terms of predicting
classes accurately.
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TABLE 6: Performance comparison of the proposed work with the existing ones

CNN Tranfer Fine DBN RNN DBM RF NB SVM SVM SVM SVM
Schemes Learninng Tuning (sigmoid (linear (rbf (polynomial

kernel) kernel) kernel) kernel)
Accuracy

(Acy)
Proposed 97.2 97.4 97.7 95.3 95.6 97.1 98 90 15 53 95 96
Ref [92] 91 81 89 88 87 85 90 90 92 91 84 86
Ref [93] 86 93 92 90 89 91 .92 91 92 92 91 92
Ref [94] 95 75 77 78 79 86 79 73 74 82 84 86
Ref [95] 85 83 82 90 92 88 89 92 93 91 92 97
Ref [96] 92 86 82 86 82 90 92 92 94 91 92 93

Precision
(Precy)

Proposed 0.97 0.98 0.98 0.96 0.95 0.93 0.89 0.99 0.32 0.35 0.99 0.97
Ref [92] 0.84 0.92 0.900. 0.79 0.86 0.89 0.85 0.86 0.87 0.89 0.92 0.89
Ref [93] 0.92 0.95 0.93 0.90 0.90 0.89 0.96 0.93 0.93 0.95 0.98 0.99
Ref [94] 0.97 0.95 0.96 0.95 0.93 0.90 0.98 0.96 0.99 0.98 0.99 0.98
Ref [95] 0.89 0.88 0.87 0.88 0.90 0.93 0.84 0.92 .97 0.98 0.97 0.98
Ref [96] 0.89 0.88 0.87 0.88 0.91 0.93 0.84 0.92 .97 0.98 0.97 0.98

sensitivity
(Seny)

Proposed 0.97 0.98 0.99 0.97 0.95 0.93 0.96 0.80 0.15 0.87 0.92 0.85
Ref [92] 0.89 0.92 0.93 0.91 0.90 0.93 0.95 0.91 0.94 0.95 0.94 0.92
Ref [93] 0.92 0.94 0.91 0.90 0.91 0.93 0.90 0.98 0.94 0.95 0.92 0.91
Ref [94] 0.91 0.92 0.90 0.89 0.90 0.92 0.89 0.96 0.92 0.93 0.91 0.92
Ref [95] 0.97 0.91 0.92 0.91 0.93 0.90 0.91 0.92 0.96 0.95 0.92 0.96
Ref [96] 0.91 0.92 0.94 0.93 0.90 0.91 0.96 0.96 0.92 0.92 0.91 0.91

F1
Score

Proposed 0.98 0.99 0.98 0.95 0.96 0.93 0.96 0.89 0.22 0.45 0.94 91
Ref [92] 0.86 0.92 0.81 0.85 0.81 0.83 0.88 0.85 0.97 0.93 0.94 0.92
Ref [93] 0.92 0.92 0.83 0.83 0.90 0.91 0.92 0.93 0.91 0.98 0.96 0.94
Ref [94] 0.96 0.97 0.92 0.89 0.90 0.89 0.91 0.91 0.96 0.95 0.92 0.91
Ref [95] 0.91 0.90 0.92 0.91 0.90 0.93 0.93 0.92 0.91 0.95 0.96 0.99
Ref [96] 0.91 0.90 0.92 0.89 0.91 0.93 0.93 0.92 0.91 0.95 0.96 0.99

7 CONCLUSION

In this study, two critical issues related to cancer detection
are discussed: data privacy-preserving and cancer diag-
nosis. The sensitive medical images of patients used for
cancer diagnosis are protected using an image encryption
technique that employs DWT, chaos, and bit-plane extrac-
tion to send data without being manipulated by attackers
or unauthorized accesses. Before being utilized for cancer
diagnosis, the data is decrypted once received in encrypted
form. The second part of this study focuses on cancer
diagnosis utilizing deep learning models, namely CNNs, to
perform feature extraction and classification. Furthermore,
transfer learning and fine-tuning approaches are employed
to enhance the overall accuracy of the suggested model.
Several metrics, including precision, accuracy, F1 score, and
recall, are used to evaluate the performance of the proposed
cancer diagnosis model. A comprehensive comparison is
also provided to demonstrate the efficacy of the proposed
approach compared to existing techniques.

8 FUTURE RESEARCH DIRECTIONS

The proposed approach has a 97.2% accuracy using CNNs,
which is relatively high, but it may be enhanced more by
adopting the following future directions:

• Use different preprocessing techniques to clean the
considered dataset, such as principal component
analysis (PCA) [97] and linear discriminant analysis
(LDA) [98].

• Investigate the concept of federated learning, which
is an intriguing approach for introducing intelligence
to diverse distributed systems and applications by

allowing participating devices to autonomously train
a global model initialized by a centralized system
[99].

• Introduce a generative adversarial network-based
technique to enhance image quality in the considered
dataset, which can improve cancer diagnosis accu-
racy and resolve data imbalance distribution.

• The mobile application that can be used for detecting
cancer at early stages can be developed. The patient
will only need the MRI images as an input.
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