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Abstract: Lungs are a vital human body organ, and different Obstructive
Lung Diseases (OLD) such as asthma, bronchitis, or lung cancer are caused
by shortcomings within the lungs. Therefore, early diagnosis of OLD is crucial
for such patients suffering from OLD since, after early diagnosis, breathing
exercises and medical precautions can effectively improve their health state.
A secure non-invasive early diagnosis of OLD is a primordial need, and
in this context, digital image processing supported by Artificial Intelligence
(AI) techniques is reliable and widely used in the medical field, especially
for improving early disease diagnosis. Hence, this article presents an AI-
based non-invasive and secured diagnosis for OLD using physiological and
iris features. This research work implements different machine-learning-based
techniques which classify various subjects, which are healthy and effective
patients. The iris features include gray-level run-length matrix-based features,
gray-level co-occurrence matrix, and statistical features. These features are
extracted from iris images. Additionally, ten different classifiers and voting
techniques, including hard and soft voting, are implemented and tested,
and their performances are evaluated using several parameters, which are
precision, accuracy, specificity, F-score, and sensitivity. Based on the statis-
tical analysis, it is concluded that the proposed approach offers promising
techniques for the non-invasive early diagnosis of OLD with an accuracy of
97.6%.

Keywords: Obstructive lung disease; non-invasive diagnosis; machine learning;
physiological features; voting techniques

1 Introduction

Early diagnosis of the disease is vital in medical science as prompt preventive and medical inter-
vention can avert severe harm to human organs. In this regard, Computer-Aided Diagnosis (CAD)/
Complementary and Alternative Medicine (CAM) is appearing to be substantial as CAD/CAM
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techniques supported by Artificial Intelligence (AI) have provided robust, reliable, indispensable, and
accurate applications for disease diagnosis. Haaris et al. found the usage of CAM technique for disease
diagnosis 52% and 38% of the general population in Australia and USA, respectively [1].

CAM’s iridology is a growing diagnostic tool that makes use of the textures, structures, colors,
features, and other relevant elements of the iris to assess the overall health and well-being of patients.
Sujitha et al. [2] exhibited an iridology chart in which they associated 80–90 zones of the iris with the
organs of the human body. According to iridology, minute data contained within the iris may be used
to accurately assess the health status of many vital organs of the human body, including the eyes.

The anatomical characteristics of the iris reflect the health status, circulatory framework, and
beneficial adjustment of organs citation. Othman et al. [3] presented a clinical assessment that took
into account the geometrical characteristics of the iris. The roundness of the collarette margins and
the roundness of the pupils are two of these characteristics. The outcome revealed that the diagnosis
was entirely accurate within the confines of the disease. With the use of wavelet characteristics and
the adaptive neuro-fuzzy inference system, Ma et al. [4] devised a kidney disease detection method
that relied mainly on the iris. The results revealed that each kidney disease was correctly diagnosed
at 95% and 84%, respectively. For the estimation of cholesterol in blood vessels, Hussein et al. [5]
developed an iris-based approach, which was later confirmed by others. Bansal et al. and colleagues
have developed an iris-based diabetes diagnostic gadget that can detect the presence of diabetes. The
suggested model is built on wavelet characteristics, and machine learning techniques, notably a Support
Vector Machine (SVM), are utilized to construct it. Additionally, the number of machine learning
models for the diagnosis of diabetes that have been suggested in recent years has increased significantly
[6–11].

Physiological functions and features have proven an overall excellent performance in disease
diagnosis analysis. These features and techniques can provide a suitable accuracy to the machine
learning model to diagnose the various diseases [12,13], and outcomes have anticipated significant
responses withinside the analysis and diagnosis of OLD. A complete evaluation of the importance
and overall implementation of computational strategies to forecast diabetes is proposed by Dwivedi.

Similarly, fertility was also presented for the diagnosis of heart disease, and the proposed model
incorporated physiological features. Analysis of work established the significance of physiological
features, and results emphasized that physiological features can play a vital role in the early diagnosis
of lung disease. The idea was further established by the work presented by Shafique et al. [14]. The
proposed work monitored the physiological features to diagnose Chronic Obstructive Pulmonary
Disease (COPD). Another work was presented by Dwivedi [15] and showed that lung Magnetic
Resonance Imaging (MRI) is a potential diagnostic tool for COPD.

A machine learning-based model for diagnosing chronic obstructive pulmonary disease was
presented by Tama et al. [16]. The model acquired data features from saliva samples of healthy subjects
and patients. Despite all of the benefits provided by the previously mentioned related works, a limited
number of researches have been published on lung disorders’ diagnosis using iris and physiological
features separately. Further, both iris and physiological features have never been incorporated in CAM-
based diagnostic mechanisms for OLD.

In this article, an AI-based non-invasive diagnosis of OLD is presented. Iris and physiological
features from the primary dataset of 529 subjects were collected, categorized, and labelled as either
healthy subjects or subjects with OLD. First, to get the iris features, Infrared Radiation (IR) images
were captured using an IR sensor, and then the Region of Interest (RoI) was cropped using Digital
Image Processing (DIP) techniques as specified by the iridology chart. Gray-Level Run-Length
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(GLRL) matrix-based features, Gray-Level Co-occurrence Matrix (GLCM) [17–20], and statistical
features were extracted from the RoI of both the left and right eye of the subjects. Overall, 112 features-
based Feature Vectors (FV), including the iris and physiological features, were considered for the study.
Student’s t-test and Principal Component Analysis (PCA) were used for feature selection. Further, the
presented work incorporated ten different classifiers, and comparative analysis has been provided on
all ten classifiers’ performance.

The remainder of the paper is organized as follows. Section 2 details the proposed methodology
for non-invasive initial diagnosis of OLD using AI techniques. The experimental setup and results are
reported and analyzed in Section 3. Finally, the conclusions and future work are presented in Section
4.

2 Methodology

The proposed model incorporated ten different state-of-the-art machine learning techniques and
integrated both iris and physiological features. The proposed non-invasive model for OLD diagnosis
complements the conventional diagnostics tools/mechanisms and enables medical practitioners to
diagnose the OLD with better accuracy and reliability. An overview of the proposed methodology
is shown in Fig. 1, and each block has been described in details in the following subsections.
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Figure 1: AI-based methodology for non-invasive initial diagnosis of obstructive lung diseases

2.1 Physiological Features
For the selection of features, 529 subjects are selected, of which 224 and 305 were males and

females, respectively, as shown in Tab. 1. The clinical features of the human body are determined by
factors such as heredity and, most critically, the medical condition. Disease diagnosis is greatly aided
by the presence of physiological characteristics [21–23]. Wildes [24] provided an extensive investigation
on the prediction of diabetes using physiological parameters that were conducted over a period of time.
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Tab. 2 contains a collection of physiological characteristics and their respective categories. In order to
carry out the suggested approach, it is required to transform nominal data into numerical features,
and this by applying the continuation method [25].

Table 1: Detailed distribution of the dataset subjects

No. of males No. of females Mean age Standard
deviation

Total

Healthy subject 149 75 55.8 8.9 224
Subject with
OLD

189 116 51.8 10.33 305

Table 2: Physiological features and their types

Feature name Type

Height Statistical
Weight Statistical
BMI Statistical
Age Statistical
Sex Statistical
Taking medicine Statistical
Blood pressure Theoretical
EYE’s vision Theoretical
Lungs problem Theoretical
Breathing issue Theoretical
Cough Theoretical

2.2 Eye Image Acquisition and Preprocessing
On an empty stomach, blood glucose levels were measured initially, and then images of the iris

were obtained in the next step. The I-SCAN 2 from Cross Match Technologies (CMT) was used to
get iris scans of both eyes at the same time [26]. I-SCAN 2 used the infrared spectroscopy method to
produce infrared gray-level images. With the use of preprocessing techniques, the ROI was extracted.
The paragraphs that follow provide detailed information about the preprocessing techniques that were
employed in this work.

2.2.1 Iris Localization and Segmentation

There are two most essential properties of the iris in iridology: the iris’s center and its radius
Extracting and slicing the extracted iris features are the two phases in localization and segmentation
steps.
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2.2.2 Preprocessing

In order to process the iris images, it is necessary to convert the circular iris images into fixed
rectangular sections without compromising information and eliminating the external factors such as
dimension irregularities and uneven illumination. In this regard, Doug-man’s rubber sheet model is
incorporated in this work [27]. To achieve this preprocessing step, Dougman’s rubber sheet model is
incorporated in this work [28].

2.2.3 Extracting Regions of Interest (ROI)

According to the iridology chart [29], different regions of the left and right iris images are linked
to the human body’s various organs. Further, OLD can be diagnosed using the iris segments number
2, 3, and 4 for the left iris after the second concentric circle and segment numbers 8, 9, and 10 in the
right iris, as shown in Fig. 2. Therefore, after the rubber sheet normalization, the mentioned ROI for
OLD diagnosis was converted into a cropped normalized rectangular iris.

Figure 2: Iridology chart of the left and right iris images

2.3 Extraction of Iris Features
For the correct and accurate disease diagnosis, it is important to use data in which redundant

features are excluded. In the case of iris features, both texture features (GLCM) and statistical features
are involved. Details of these features are provided in the following subsections.

2.4 Eye Image Acquisition
Iris images of the appropriate eye were taken after the blood glucose level was tested on an empty

stomach for the first time. CMTI-SCAN 2 of CMT, was used to collect the iris images, which were
then analyzed. Fig. 3 shows examples of images taken from healthy and diseased (OLD) individuals,
respectively.

2.4.1 Statistical Features

Few parameters such as Mean Intensity (MI), correlation, Standard Deviation (SD), contrast,
skewness, entropy, and kurtosis are chosen as features that can provide the details of the grayscale
values of the iris images.



5686 CMC, 2022, vol.72, no.3

Figure 3: Iris samples: (a) Healthy subjects, (b) Subjects with Obstructive Lung Diseases (OLD)

2.4.2 Gray-Level Co-Occurrence Matrix (GLCM) Features

As the spatial gray-level dependency matrix, which is used to assess and quantify the distribution
of gray-level intensities and inter-pixel interactions, GLCM is an important component of image
processing. For the diagnostic approach described below, 19 GLCM-based characteristics were
retrieved and used as shown in Eqs. (1)–(15).

Difference Variance =
Gmax−1∑

N=0

(n − μv − w)
2 ∗ Lv−w (N) (1)

Sum of Squares Variance =
Gmax∑

L=1

Gmax∑

q=1

(
(L − μ)

k ∗ Lp,q

)
(2)

Difference Entropy =
Gmax−1∑

N=0

Lv−w (N) ∗ ln (Lv−w (N)) (3)

Homo geneity =
N−1∑

p,q=0

Lv,w

1 + (u − w)
2 (4)

Sum Average =
2∗Gmax∑

N=2

N ∗ Lv+w (N) (5)

Correlation =
N−1∑

p,q=0

Pp,q

(p − μ) (q − μ)

σ 2
(6)

Inforamtion Measure of Correlation 1 = Entropy − Entpq,1

max [Entv; Entw]
(7)
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Inforamtion Measure of Correlation 2 = Entropy
max [Entv; Entw]

(8)

Auto Correlation =
Gmax∑

p=1

Gmax∑

q=1

p ∗ q ∗ Lp,q (9)

Max Probability = max
(
Lp,q

)
(10)

Contrast =
N−1∑

p,q=0

Lp,qj(p − q)
2 (11)

Dissimilarity =
Gmax∑

p=1

Gmax∑

q=1

|p − q| ∗ Lp,q (12)

Entropy =
N−1∑

p,q=0

− ln(Lp,q)
(
Lp,q

)
(13)

Here, Lp,q is element p, q of the normalized symmetrical GLCM, N is the number of gray levels in
the image, μ is the GLCM mean which can be calculated using Eq. (20).

μ =
N−1∑

p,q=0

Lp,q (14)

σ 2 is the variance of the intensities that can be calculated using Eq. (15).

σ 2 =
N−1∑

p,q=0

Lpj(i − μ)
2 (15)

2.4.3 Gray-Level Length (GLRL) Matrix Feature

As the spatial gray-level dependency matrix, which is used to assess and quantify the distribution
of gray-level intensities and inter-pixel interactions, GLCM is an important component of the image
processing phase. For the diagnostic method described below. GLCM-based characteristics were
retrieved and used to develop the technique. The mathematical forms of such characteristics are given
in Eqs. (16)–(22).

SRE =
G∑

v=1

R∑

ω=1

p (v, ω|θ)

ω2
/

G∑

v=0

R∑

ω=1

p (v, ω|θ)

1 (16)

LRE =
G∑

v=1

R∑

ω=1

ω2 × p (v, ω|θ) /

R∑

ω=1

p (v, ω|θ) (17)

GLN =
G∑

v=1

(

R∑

ω=1

p (v, ω|θ))2 /

G∑

v=1

(

R∑

ω=1

p (v, ω|θ) (18)

RLN =
R∑

ω=1

(

G∑

v=1

p (v, ω|θ))2 /

R∑

ω=1

(

G∑

v=1

p(v, ω|θ) (19)
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LGLRE =
G∑

v=1

R∑

ω=1

p (v, ω|θ)

v2
/

G∑

v=0

R∑

ω=1

p (v, ω|θ)

1
(20)

RP = 1
N

G∑

v=1

R∑

ω=1

p (v, ω|θ)

1
(21)

HGLRE =
G∑

v=1

(

R∑

ω=1

v2p(v, ω|θ) /

G∑

v=1

(

R∑

ω=1

p (v, ω|θ) (22)

2.5 Feature Selection
The total number of features used in the proposed work is 112, of which 22 are the physiological

features. It is also important to reduce the overall time complexity. To achieve a low time complexity,
duplicate features must be removed from the dataset. For this, two reduction methods, which are
student t-test and Principal Component Analysis (PCA), were used.

2.5.1 Student’s T-Test

This test is used for binary classification .. It is a well-known method to select the relevant features.
To distinguish two classes, the student’s t-test determines variability and class highlights the difference
[30].

2.5.2 Principal Component Analysis

PCA is another technique used to remove the redundant features from the dataset by converting
the correlated variable into uncorrelated variables [31].

2.6 Classification
For the classification, a supervised learning method in which decisions are concluded based on

the test data and labels is employed. The classifiers’ performance is linked with the nature, type, and
complexity of the data set; therefore, data analysis is essential while selecting the classifier. Overall, ten
classifiers from different families have been considered, which are: Random Forest (RF), Naïve Byes
(NB), Decision Tree (DT), Support Vector Machine (SVM), K-Nearest Neighbors (K-NN), Linear
Regression, (LR), Median Tree (MT), Subspace K-Nearest Neighbor (SKNN), Cubic Support Vector
Machine (CSVM), Quadratic Support Vector Machine (QSVM). The manual selection of the best
suitable classifier is difficult. Therefore, cross-validation is used for parameter selection. In the cross-
validation method, we have selected the cross-validation value (K) = 10.

3 Experimental Setup, Results, and Discussion

In this work, the experiments are carried out using a PC with the following configuration
properties: an x64-based processor, an Intel Core i7-8565U CPU @ 1.80 GHz 1.99 GHz, and a 16 GB
RAM running on Windows 10 with NVIDIA GeForce MX. The ML classifiers are implemented using
Jupyter notebook under python 3.7 programming language. In order to assess the performance of the
model for the diagnosis of OLD, it is required to evaluate the performance of classifiers by applying
quantitative metrics. For this purpose, five performance metrics were calculated: accuracy, sensitivity,
precision, specificity, and F1-Score. When evaluating the overall performance of the proposed model
for disease diagnosis, it is important to compute four sorts of outcomes. Let’s consider class A
for subjects with OLD and class B for healthy subjects. The following metrics are measures are
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considered in this proposed work: Low-Level Run Emphasis (LGLRE), Run-Length Non-uniformity
(RLN), Long Run Emphasis (LRE), Short Run Emphasis (SRE), and Run Percentage (RP). By using
Eqs. (16)–(22). These measures are computed.

The five performance measures described above, which are used for the performance assessment
of the considered classifiers, are derived using the TP (True Positive), FP (False Negative), TN (True
Negative), and FN (False Negative) values.

• Accuracy: It is an essential performance indicator for classification models. It indicates the total
number of correctly classified subjects.

Accuracy = TP + TN
TP + TN + FP + FN

(23)

• Precision: It indicates the number of samples from one class that are correctly classified by the
model.

Precision = TP
TP + FP

(24)

• Sensitivity/TPR: True positive rate or sensitivity indicates the number of times subjects from
any specific class has been correctly classified. Higher sensitivity means better performance of
a model.

Sensitivity = TP
TP + FN

(25)

• Specificity: It refers to the number of samples correctly classified and also provide information
about False Positive Rate (FPR).

Specificity = TN
TN + FP

(26)

• F1-Score: It gives information about the performance of the model. It relates to precision and
sensitivity.

F1 − score = 2 ∗ Precision ∗ Recall
Precision + Recall

(27)

The effectiveness of this study is dependent on two primary factors: feature selection and
classification techniques. Consequently, to assess the entire model, it is important to examine the
outcomes of both the feature selection approach and the classification method.

3.1 Performance Evaluation with PCA
Feature selection is one of the main factors for the success of the machine learning model, as

discussed earlier. The feature selection technique, also known as the feature reduction method, is used
once the features have been extracted. The main goal of such methods is to eliminate unimportant
features and focus on the most significant ones for correct classification. The data and computational
complexity are decreased in this manner; nevertheless, lowering data features might dramatically
lower the classifier’s performance. Consequently, the feature selection process should verify that the
correct features are selected and that only redundant features are removed. Principal component
analysis and student’s t-test are two well-known feature selection methods that were adopted in the
study. The performance of all 10 classifiers was compared to different PCA percentages of Specific
Explained Variance (SEV). It was reported that the accuracy of all classifiers was similar when tested
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against various SEV values up to 99% SEV of PCA. Fig. 4 depicts a sample case of cubic SVM.
The performance metrics (precision, sensitivity, specificity, and F-score) followed a similar pattern,
as shown in Fig. 4.

Figure 4: Values of different performance metrics measured for the SVM classifiers by considering
various SEV percentages

3.2 Evaluation Using Student’s T-Test
To evaluate the overall performance of the student’s t-test for feature selection, an in-depth

experiment is performed. There has been no significant increase in the accuracy of any of the classifiers,
as seen in Fig. 5. Furthermore, the FV of forty functions results in a significant boost in accuracy.
Increasing the number of features in the FV from forty to fifty, on the other hand, gives in a slight
gain in accuracy, as shown in Fig. 5.

Figure 5: Performance measures of SVM classifier obtained by varying the number of selected features

An increase in the number of features leads to an increase in computing complexity. Through
the experiments that were carried out, it is demonstrated that the FV of 40 features was the best
choice for all classifiers in the study. It’s worth noting that the PCA method did it by utilizing the
FV of 86 features. As a result, it was concluded that Student’s t-test performed much better than
PCA. The classifier under discussion in Fig. 4 is CSVM, but the same behavior was observed for all
other classifiers’ performance metrics (accuracy, precision, sensitivity, specificity, and F1-score), as
was revealed for the case under consideration in Fig. 4.

In this study, FV is defined as a combination of psychological and iris features. It is critical
to assess the number of physiological features picked using the student’s t-test approach to verify
the significance of physiological features in a specific case/situation. A total of eight physiological
features were considered in the work, which are: age, BMI, shortness of breath, smoking, alcoholism,
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systolic blood pressure. This consideration emphasizes the importance of physiological characteristics,
especially in OLD diagnosis.

3.3 Classifiers’ Performance Evaluation
As previously stated, the overall model of AI-Based Non-invasive Diagnosis for OLD included 10

unique classifiers that were used to make the diagnosis. The accuracy, precision, sensitivity, specificity,
and F-Score of classifiers were evaluated using the following execution pointers: Accuracy (Fig. 6),
Precision (Fig. 7), Sensitivity (Fig. 8), Specificity (Fig. 9), and F-Score (Fig. 10), and the overall
result is shown in Tab. 3. It is found that the SVM performed well across the board in terms of all
performance measures.

Figure 6: Accuracy results of different classifiers

Figure 7: Precision results of different classifiers

Figure 8: Sensitivity results of different classifiers
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Figure 9: Specificity results of different classifiers

Figure 10: F-score results of different classifiers

Table 3: Overall performance measures of the considered ML classifiers

Classifier name Accuracy (%) Precision (%) Sensitivity (%) Specificity (%) F1-score (%)

Ensembled
learning

97.6 97.5 97.8 93.5 98.8

Hard voting 96.5 96.4 97.6 93.3 98.6
Soft voting 95.8 95.2 97.4 93.2 98.5
RF 92.1 91.3 96.3 90.3 93.2
NB 94.2 91.2 86.5 89.6 88.3
DT 83.1 82.6 82.6 81.5 83.6
SVM 95.6 95.0 96.6 93.1 97.8
K-NN 90.2 90.3 93.1 86.2 96.5
LR 86.1 85.1 84.2 80.3 90.4
MT 88.3 89.3 89.3 86.3 86.3
SKNN 88.1 82.5 90.3 82.5 90.3
CSVM 86.3 88.4 88.5 83.5 88.5
QSVM 87.1 91.6 96.1 90.4 89.8

The entire model of the proposed methodology contained 10 distinct classifiers that were applied
to achieve the diagnosis, as previously stated. The following experiments were conducted to assess
considered classifiers’ accuracy, precision, sensitivity, specificity, and F1-Score: Tab. 3 shows the
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overall findings, which includes accuracy (Fig. 6), precision (Fig. 7), sensitivity (Fig. 8), specificity
(Fig. 9), and F-Score (Fig. 10) measures.

Precision and specificity are the most essential performance metrics, because precision reflects the
proportion of accurately labelled subjects, whilst specificity (1-Specificity) determines the fraction of
subjects that are wrongly classified. The number of false positives is inversely proportional to the test’s
specificity. The SVM classifier outperforms the other ML classifiers, as demonstrated in Figs. 6 and
9.

The evidence about accurately classified subjects with OLD are obtained by understanding the
results in terms of accuracy and sensitivity. As shown in Figs. 7 and 8, the SVM performs better than
other classifiers in this situation. The F1-Score, on the other hand, is a harmonic average of accuracy
and sensitivity, indicating that the SVM performs better for OLD diagnosis, as illustrated in Fig. 10.

Voting strategies are also employed to increase the accuracy of the overall proposed model. The
produced outcomes of the 11 ML classifiers are obviously not the same. A reasonable strategy in this
situation would be to combine these findings in order to produce the final classification. This strategy
appears to be capable of improving the dataset’s final classification. This work employs two well-known
voting strategies, which are hard and soft voting.

3.4 Hard Voting
The hard voting technique is also known as majority voting. We forecast the final class label in the

hard voting situation as the class label predicted most frequently by the individual classifiers. Fig. 11
shows the several values of K for the K fold analysis and their corresponding accuracy values, on the
basis of which hard voting techniques classify healthy and diseased subjects.

Figure 11: Hard voting strategy

Majority voting is another name for the hard voting strategy. By employing this strategy, we
predict the final class label as the class label predicted by most classifiers and the classification accuracy
is raised to 96.5 which is improved by 0.09%. Fig. 11 depicts the various K fold analysis values and
their related accuracy values, which are used to classify healthy and diseased subjects using the hard
voting strategy.
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3.5 Soft Voting
In soft voting, each classifier assigns a probability value to each data point that it belongs to a

given target class. The results are averaged and weighted according to the relevance of the classifier. The
vote is then awarded to the target label with the highest sum of weighted probabilities. After employing
soft voting on the proposed work, it is noted that the classification accuracy of the proposed models
increased by 0.03%. Fig. 12 depicts the soft voting strategy that is adopted in this work.

Figure 12: Soft voting strategy

As previously stated, 10-fold cross-validation was used to evaluate the findings; consequently,
the selection method for 10-fold cross-validation should be examined. Fig. 13 depicts a K-fold study
of the CSVM classifier with various K values (5, 10, 15, 20). We selected K = 10 in cross-validation
since raising the value of K above 10 did not result in a substantial improvement in the conducted
experiments.

Figure 13: K-fold analysis for CSVM classifier

Several studies on non-invasive lung disease diagnosis have been carried out, and the proposed
work has been compared to the current literature in order to guide future research. The final findings
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are shown in Tab. 4. The proposed approach of AI-based non-invasive diagnosis, which combined
both physiological and iris information, was used to identify OLD efficiently. The suggested approach
outperformed existing OLD diagnostic approaches in terms of accuracy, which attained 91%.

Table 4: Comparison analysis with existing related works

Classifier name Iris or physiological feature Classifier Accuracy (%)

Gao et al. [32] Iris Bayesian 75.3
Chabat et al. [33] Physiological AdaBoost 90.2
Amaral et al. [34] Physiological SVM 86.5

Ensembled learning 97.6
Hard voting 96.5
Soft voting 95.8
RF 91.1
NB 94.2

Presented work DT 83.1
SVM 95.6

Iris and physiological K-NN 90.2
LR 86.1
MT 88.3
SKNN 88.1
CSVM 86.3
QSVM 87.1

4 Conclusion

This study aims to present a non-invasive AI-based methodology for the diagnosis of obstructive
lung diseases. The experiments were conducted on the information of 529 subjects (224 healthy subjects
and 305 subjects with OLD). The proposed approach incorporates an innovative method merging both
physiological and iris features for the diagnosis of OLD, as well a set of feature selection techniques.
Additionally, the suggested model includes ten ML classifiers, and through the experimental results,
it was proven that the proposed model might be considered as an effective solution for non-invasive
early detection of OLD. This study has a limitation in that it only detects OLD at an early stage and
does not indicate the type of lung disease that was detected. It is possible to address this limitation by
segregating between both the textural and statistical pattern alterations of iris images obtained from
patients with various types of lung disease and by acquiring and conducting experiments on distinct
datasets for each type of lung disease.

The only limitation that can be found in the proposed work is that it requires a huge amount of
data to achieve an accuracy higher than 97%. This can be reduced in future by employing convolutional
neural networks (CNN) instead of machine learning techniques.
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