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1. Introduction

In recent years, many important yet complex problems, either continuous or combi-
natorial, suffer the intractability of the problem of nature. This is because the classic exact
methods are constrained with strict assumptions, such as differentiability or linearity for
continuous objective functions or constrained size for combinatorial problems. Instead
of using exact methods such as calculus or mathematical programming, heuristics have
been used as alternatives for seeking approximation solutions. However, it is argued
that the error bound of the solutions obtained by heuristics to the optimal ones is usually
loose and it is not acceptable for some accuracy-critical applications, as in finance and
security domains. Moreover, the heuristics are problem-dependent and lack generaliza-
tion for solving various genuine problems. Applied Metaheuristic Computing (AMC) has
emerged as a prevailing optimization technique for tackling perplexing engineering and
business problems. This is partly due to AMC’s ability to guide the search course beyond
the local optimality, which impairs the capability of traditional heuristics, and partly due
to AMC providing general frameworks which can be applied to solve a broad range of
problems. We have witnessed many successful AMC applications in various domains,
such as scheduling, routing, ordering, bin packing, assignment, facility layout planning,
renewable energy, portfolio optimization, classification, and forecasting, among others. The
aim of this topic series was to collect quality papers proposing cutting-edge methodology
and innovative applications which drive the advances of AMC. The manuscript submission
to this topic series was closed on 31 March 2022. We received 116 submissions and 33 papers
were published. The acceptance rate is 28%. Due to the success of this topic series, we are
launching the second volume to collect more cutting-edge papers in the field of AMC.

2. Special Features on AMC

The most commonly seen AMC algorithms include genetic algorithm (GA), genetic
programming (GP), evolutionary strategy (ES), evolutionary programming (EP), memetic al-
gorithm (MA), particle swarm optimization (PSO), ant colony optimization (ACO), artificial
bee colony (ABC), differential evolution (DE), firefly algorithm (FA), simulated annealing
(SA), tabu search (TS), scatter search (SS), variable neighborhood search (VNS), and GRASP,
to name a few. In this topic series, we considered special features which have been adopted
to enhance the effectiveness of AMC. One notable feature is to apply metaheuristics to
learn the architecture of neural networks or to optimize the hyperparameters of machine
learning algorithms. The first paper, authored by J. Chou, T. Pham, and C. Ho, developed a
metaheuristic-optimized machine-learning algorithm for multi-level classification in civil
and construction engineering [1]. In particular, the FA fine-tunes the hyperparameters of
the least squares support vector machine (LSSVM) to construct an optimized LSSVM multi-
level classification model. The second paper, authored by R. Caraka, H. Yasin, R. Chen,
N. Goldameir, B. Supatmanto, T. Toharudin, M. Basyuni, P. Gio, and B. Pardamean, used

Appl. Sci. 2022, 12, 9342. https://doi.org/10.3390/app12189342 https://www.mdpi.com/journal/applsci1
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GA to evolve a hybrid cascade neural network for space–time pollution data forecasting [2].
The third paper, authored by S. Jiao, C. Wang, R. Gao, Y. Li, and Q. Zhang, improved the
Harris Hawks optimization algorithm by a multi-strategy search. The proposed method
was used to optimize the LSSVM to model the reactive power output [3].

The other fast-growing research direction in AMC is developing a multi-objective
optimization framework for various metaheuristics. The paper authored by I. Masich,
M. Kulachenko, P. Stanimirović, A. Popov, E. Tovbis, A. Stupina, and I. Kazakovtsev pro-
posed a multi-criteria genetic algorithm for pattern generation in logical data analysis. The
proposed method has a flexibility of allowing the pattern to maximally cover the objects
in the target class and minimize the covered objects in the opposite class. The generated
patterns by using the multi-criteria genetic algorithm are more meaningful than using the
traditional fuzzy approaches [4]. The paper by A. Alqaili, M. Qais, and A. Al-Mansour
developed a new discrete multi-objective integer search algorithm to optimize the road
pavement performance and minimize the maintenance cost at the same time [5]. The paper
by B. Changaival, K. Lavangnananda, G. Danoy, D. Kliazovich, F. Guinand, M. Brust,
J. Musial, and P. Bouvry applied the NSGA-II, which is a famous multi-objective version
of GA, for determining the optimal station locations of carsharing fleet service [6]. The
objectives for setting fleet stations include maximum user coverage, least walking distance,
and flexibility for returning. The paper authored by R. Díaz, E. Solares, V. de-León-Gómez,
and F. Salas tackled the portfolio optimization problem by using a three-phase multi-
objective approach [7]. In the first phase, an artificial neural network was constructed to
predict the stock price. Then, an EA was applied to select the stocks. Finally, MOEA/D,
which is a multi-objective EA, was adopted to optimize the stock portfolio considering
multiple criteria.

3. Special Applications on AMC

In addition to classic AMC applications, we saw some special applications in this topic
series. There are four papers which address efficient methods of energy management. The
first paper by H. Lin, P. Wang, W. Lin, K. Chao, and Z. Yang analyzed the attack sources
of robot networks (botnets) for a renewable energy management system [8]. The authors
applied a revised locust swarm optimization algorithm to search near-global optima of the
most probable attack paths via the internet protocol traceback schemes. The second paper,
authored by M. Kara, A. Laouid, M. AlShaikh, M. Hammoudeh, A. Bounceur, R. Euler,
A. Amamra, and B. Laouid proposed a multi-round Proof of Work (PoW) consensus
algorithm for preserving energy consumption and resisting attacks [9]. The other two
papers deal with power microgrid operations. The paper authored by T. Nguyen, T. Ngo, T.
and Dao, T. Nguyen proposed an improved sparrow search algorithm by incorporating the
mutation mechanism of the firefly algorithm [10]. The improved version ensures the share
of green power generation and a safe symmetry power grid among distributed clean power
sources. The last paper, authored by N. Ning, Y. Liu, H. Yang, and L. Li presented a scheme
for efficiently running an energy storage station. An improved aquila optimizer for the
optimal configuration of the combined cooling, heating, and power microgrid was proposed
to symmetrically enhance the economic and environmental protection performance [11].

AMC has intensively contributed to improve information security. The paper by
R. Abu Khurma, I. Almomani, and I. Aljarah, proposed an IoT botnet intrusion detection
system (IDS) by hybridizing the salp swarm algorithm (SSA) and ant lion optimization
(ALO) [12]. The proposed method outperformed several existing approaches in terms
of standard performance measures. The paper authored by L. Wang, L. Gu, and Y. Tang
developed an IDS to deal with massive redundant alarms when monitoring the frequent
occurrence of network security events [13]. The proposed method uses the whale optimiza-
tion algorithm to conduct an alarm hierarchical clustering. The results showed that the
proposed algorithm can effectively reduce the load of IDS and staff. The paper authored by
A. Aldallal, and F. Alisa presented another IDS to secure data in cloud cyberspace using
a hybrid metaheuristic. The method combines a support vector machine and a GA to
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enhance the detection rate [14]. The paper by M. Madbouly, Y. Mokhtar, and S. Darwish
employed a quantum game theory approach to select the optimal recovery method for
mobile databases as a response to environmental failures in mobile computing such as
the number of processes, the time needed to send messages, and the number of messages
logged-in time [15]. The paper authored by J. Pan, X. Sun, H. Yang, V. Snášel, and S. Chu
introduced a two-level mechanism and look-up table approach to solve the problem of
sufficient diversity of features for information hiding [16]. The method has better capacity
and image quality such that the storage and security are ensured. The paper by M. Ali,
A. Ismail, H. Elgohary, S. Darwish, and S. Mesbah employed fuzzy hash within blockchain
for tracing Chain of Custody (CoC) in preserving digital evidence in cybercrime [17]. The
fuzzy hash functions within blockchain can demonstrate the CoC evidence has not been
tampered. Software reliability is also an important issue in information security. The paper
authored by Y. Kim, K. Song, H. Pham, and I. Chang developed a software reliability model
where the software failures are interdependent and a software failure, if not immediately
detected, can cause a sequence of failures and resulting massive losses [18]. The paper
authored by E. Sakalauskas, I. Timofejeva, and A. Kilciauskas presented a new sigma-
identification protocol based on matrix power function (MPF). The authors showed that
the given protocol ensures the NP-completeness of MPF and it is resistant against direct
and eavesdropping attacks [19].

Two papers were devoted to determining the optimal assembly sequence of mechanical
parts. The first paper, authored by M. Suszyński and K. Peta, determined the best assembly
sequence model by clustering 10,000 artificial neural networks which were created by using
various network-training methods and activation functions [20]. The proposed model can
predict the optimal assembly time of mechanical parts. The second paper, authored by
M. Suszyński, K. Peta, V. Černohlávek, and M. Svoboda, on the other hand, creates a large
number of artificial neural networks with a different means. It considers various criteria of
Design for Assembly (DFA) as the input data and then predicts the assembly time [21].

Object detection and recognition has long been an interesting area for classic AMC
applications. The paper by C. Ticala, C. Pintea, and O. Matei provided a new edge detection
method for medical images [22]. The method is based on a sensitive ACO where a vector
called pheromone sensitivity level is used to control the ant’s sensibility to the pheromone
attraction. The paper authored by D. Wang, J. Ni, and T. Du presented an image recognition
method for coal gangue recognition [23]. The adaptive shrinking grid search chaos wolf
optimization algorithm was proposed to optimize the parameters of the neural network to
enhance the image recognition accuracy. The paper authored by A. Alzbier and C. Chen
constructed a denoising network consisting of a kernel prediction network and a deep
generative adversarial network. Compared with the state-of-the-art result, the proposed
denoising network has a better denoising effect and shorter running time [24]. The paper
by V. Hrytsyk, M. Medykovskyy, and M. Nazarkevych provided a subjective assessment of
various edge-detection filters for reproducing the object image in a room under different
lighting conditions during educational activity in Ukraine [25]. It was found that there
exist dependencies between priority to certain filters and the lighting condition.

The rest of the papers in this topic series address miscellaneous applications. The
paper authored by E. Matos, R. Parmezan Bonidia, D. Sipoli Sanches, R. Santos Pozza,
and L. Dias Hiera Sampaio compared the performance of several heuristics including GA,
PSO, and VNS for increasing the throughput of sequence allocation schemes in massive
multi-user MIMO 5G networks [26]. The paper authored by L. Lara-Valencia, D. Caicedo,
and Y. Valencia-Gonzalez presented a whale optimization algorithm (WOA) for the design
of tuned mass dampers under earthquake excitations [27]. Multiple objectives including
reducing the maximum horizontal displacement and the root mean square of displacements
of the structures were implemented to improve the seismic safety. The paper by G. Csányi,
D. Nagy, R. Vági, J. Vadász, and T. Orosz addressed the challenging issues and symmetrical
problems of legal document anonymization. The existing methods are reviewed and
illustrated by case studies from the Hungarian legal practice [28]. The paper authored
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by S. Liu, Z. Zhou, S. Dai, I. Iqbal, and Y. Yang presented a fast computation method for
the green function which represents the seismic fields [29]. The computation method was
able to evaluate the Sommerfeld integral efficiently and accurately and the result showed
that the computational time was reduced by about 40%. The paper authored by X. Shen
and D. Ihenacho developed a hybrid metaheuristic algorithm by combining DE and PSO
for resolving the complex mathematical models of gas cyclone design [30]. The paper by
M. Li, H. Sang, P. Liu, and G. Huang provided new practical criteria for identifying the
positive definiteness of H-tensors [31]. An application and several numerical examples
were provided to illustrate the effectiveness of the method. The paper by Y. Alotaibi
presents a new clustering algorithm based on tabu search (TS) and adaptive search memory
(ASM) [32]. As k-means clustering result is easily spoiled by the biased initial seeds, the TS
and ASM were applied to search the elite initial seeds and irritate k-means clustering from
there. Finally, the paper by Z. Lian, D. Luo, B. Dai, and Y. Chen presented a new discrete
search algorithm based on Levy random distribution in order to obtain an escape from the
local optima. The simulation results showed the fast convergence and search effectiveness
of the proposed scheme [33].
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Abstract: Multi-class classification is one of the major challenges in machine learning and an ongoing
research issue. Classification algorithms are generally binary, but they must be extended to multi-class
problems for real-world application. Multi-class classification is more complex than binary classifica-
tion. In binary classification, only the decision boundaries of one class are to be known, whereas in
multiclass classification, several boundaries are involved. The objective of this investigation is to pro-
pose a metaheuristic, optimized, multi-level classification learning system for forecasting in civil and
construction engineering. The proposed system integrates the firefly algorithm (FA), metaheuristic
intelligence, decomposition approaches, the one-against-one (OAO) method, and the least squares
support vector machine (LSSVM). The enhanced FA automatically fine-tunes the hyperparameters
of the LSSVM to construct an optimized LSSVM classification model. Ten benchmark functions are
used to evaluate the performance of the enhanced optimization algorithm. Two binary-class datasets
related to geotechnical engineering, concerning seismic bumps and soil liquefaction, are then used to
clarify the application of the proposed system to binary problems. Further, this investigation uses
multi-class cases in civil engineering and construction management to verify the effectiveness of
the model in the diagnosis of faults in steel plates, quality of water in a reservoir, and determining
urban land cover. The results reveal that the system predicts faults in steel plates with an accuracy
of 91.085%, the quality of water in a reservoir with an accuracy of 93.650%, and urban land cover
with an accuracy of 87.274%. To demonstrate the effectiveness of the proposed system, its predictive
accuracy is compared with that of a non-optimized baseline model, single multi-class classification
algorithms (sequential minimal optimization (SMO), the Multiclass Classifier, the Naïve Bayes, the
library support vector machine (LibSVM) and logistic regression) and prior studies. The analytical
results show that the proposed system is promising project analytics software to help decision makers
solve multi-level classification problems in engineering applications.

Keywords: machine learning; multi-level classification; metaheuristic optimization; swarm and
evolutionary algorithm; chaotic maps and Lévy flights; hybrid computing system; engineering
management; civil and construction engineering

1. Introduction

A considerable amount of research in the field of machine learning (ML) is con-
cerned with developing methods that automate classification tasks [1]. Classification tasks
are involved in several real-world applications, in such fields as civil engineering [2,3],
medicine [4], land use [5], energy [6], investment [7], and marketing [8]. It is obvious
that problems in the engineering domain are multi-class issues. Hence, there is a need to
establish a learning framework for solving multi-level classification problems efficiently
and effectively, which is the primary purpose of this study.

Various classification approaches have been proposed and used to solve real-life prob-
lems, ranging from statistical methods to ML techniques, such as linear classification (Naive
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Bayes classifier and logistic regression), distance estimation (k-nearest neighbors), support
vector machines (SVM), rule and decision-tree-based methods, and neural networks, to
name a few [9]. Some studies have used fuzzy synthetic evaluation to classify seismic
damage and assess risks to mountain tunnels [10], while others have used artificial neural
networks (ANNs), SVM, Bayesian networks (Bayes Net) and classification trees (C5.0) to
classify information that bears on project disputes and possible resolutions [11].

Nevertheless, many studies have also demonstrated that machine learning methods
cannot solve multi-level classification problems efficiently or do not yield suitable forecasts
for practical applications [12–15]. For example, the k-nearest neighbors (KNN) method is
a lazy learner and very slow; a decision tree (DT) is good for classification problems but
becomes complex to interpret if the tree grows largely, leading to overfitting.

Multi-level or multi-class classification problems are typically more difficult to solve
than binary-class problems because the decision boundary in a multi-class classification
problem tends to be more complex than that in a binary classification problem [16]. There-
fore, it is preferable to break down a multi-class problem into several two-class problems
and combine the output of these binary classifiers to obtain the final, multi-class deci-
sion [17].

Decomposition strategies [13] are commonly used to solve classification problems with
multiple classes. These methods transform a multi-class classification problem into several
binary classification problems [16]. Thus, many machine learning methods were applied
with decomposition strategies, such as one-against-rest [18] and one-against-one [19], to
improve the results.

One-against-one (OAO) and one-against-rest (OAR) are the most widely used decom-
position strategies. The literature [19–21] compares some OAO and OAR classifiers that are
based on single classification algorithms, including ANN, DT, KNN, linear discriminant
analysis (LDA), logistic regression (LR), and SVM, and indicates that single classification
algorithms combined with the OAO approach usually outperform those combined with
the OAR approach.

Studies of binary classification regard the SVM as one of the most effective machine
learning algorithms for classification [22,23]. The SVM is an algorithm with the potential
to support increasingly efficient methods for multi-class classification. In particular, the
OAO strategy has been used with very well-known software tools to model multi-class
problems for SVM. For the SVM, the OAO method generally outperforms the OAR and
other SVM-based multi-class classification algorithms [16,24,25]. Therefore, integrating
OAO with the SVM yields a method (OAO-SVM) that is potentially effective for solving
multi-class classification problems.

However, one of main challenges for the classical SVM is its high computational com-
plexity, because the algorithm itself involves constrained optimization programming. The
least squares support vector machine (LSSVM) is a highly enhanced machine-learning tech-
nique with many advanced features that support generalization and fast computation [26].
Empirical studies have suggested that LSSVMs are at least as accurate as conventional
SVMs but with higher computing efficiency [27].

To improve the predictive accuracy of the LSSVM model, the parameters of the
LSSVM must be optimized because the performance of the LSSVM depends on the selected
regularization parameter (C) and the kernel function parameter (ơ), which are known as
LSSVM hyperparameters. Modern evolutionary optimization (EA) techniques appear to
be more efficient in solving constrained optimization problems because of their ability to
seek the global optimal solution [28].

Researchers always seek to improve the effectiveness of the methods that they use.
Metaheuristics have become a popular approach in tackling the complexity of practical opti-
mization problems [29–33]. Owing to the continuous development of artificial intelligence
(AI) technology, many intelligent algorithms are now used in parameter optimization,
including the genetic algorithm (GA) [34] and the particle swarm optimization algorithm
(PSO) [35]. Many studies have also shown that the firefly algorithm (FA) can solve opti-
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mization problems more efficiently than can conventional algorithms, including GA and
PSO [36,37].

In this study, metaheuristic components are incorporated into the standard FA to
improve its ability to find the optimal solution. The efficiency of the optimized method
(i.e., enhanced FA) was verified using many classic benchmark functions. Therefore, a new
hybrid classification model (Optimized-OAO-LSSVM) that combines the OAO algorithm
for decomposition and the enhanced FA to optimize the hyperparameters for solving
multi-class engineering problems is established.

To validate the accuracy of prediction of the proposed Optimized-OAO-LSSVM model,
its prediction performance was compared with that of previously proposed methods and
other multi-class classification models. After the optimized classification model is verified,
an intelligent and user-friendly system that can classify multi-class data in the fields of
civil and construction engineering is developed.

The rest of this study is organized as follows. Section 2 introduces the context of this
investigation by reviewing the relevant literature. Section 3 then describes all methods
that are used to develop the proposed system and to establish its effectiveness. Section 4
elucidates the metaheuristic optimized multi-level classification system. Section 5 validates
the system using case studies in the areas of civil engineering and construction management.
Section 6 draws conclusions and presents the contributions of this study.

2. Literature Review

Data mining (DM) is the process of analyzing data from various perspectives and
extracted useful information. DM involves methods at the intersection of AI, ML, statistics,
and database systems. To extract information and the characteristics of data from databases,
almost all DM research focuses on developing AI or ML algorithms that improve the
computing time and accuracy of prediction models [38,39].

AI-based methods are strong, efficient tools for solving real-world engineering prob-
lems. Many AI techniques are applied in construction engineering and construction
management [40,41] and they are usually used to handle prediction and classification prob-
lems. For example, ANN was combined with PSO to create a new model in the prediction
of laser metal deposition process [42]. Moreover, to enhance the water quality predictions,
Noori et al. [43] developed a hybrid model by combining a process-based watershed model
and ANN. In terms of structural failure, Mangalathu et al. [44] contributed to the critical
need of failure mode prediction for circular reinforced concrete bridge columns by using
several AI algorithms, including nearest neighbors, decision trees, random forests, Naïve
Bayes, and ANN.

SVM is one of powerful AI techniques in solving pattern recognition problems [45].
For instance, SVM-based classification model is used to forecast soil quality [46], relevance
vector regression (RVR) and the SVM is used to predict the rock mass rating of tunnel
host rocks [47]. Biomonitoring and the multiclass SVM are used to evaluate the quality of
water [48]. Additionally, Du et al. [49] combined the dual-tree complex wavelet transform
(DT-CWT) and modified matching pursuit optimization with an multiclass SVM ensemble
(MPO-SVME) to classify engineering surfaces.

In this work, OAO was used for decomposition [21]. This method is even effective
to handle a multi-class classification problem because it involves solving several binary
sub-problems that are easier to solve than the original problem [16,50]. Many combined
mechanisms for implementing the OAO strategy exist; they include the voting OAO
(V-OAO) strategy and the weighted voting OAO (WV-OAO) strategy [16,21,51].

However, the most intuitive combination is a voting strategy in which each classifier
votes for the predicted class and the class with the most votes is output by the system. In
building binary classifiers for each approach, various methods can be used to combine
with output of OAO to yield the ultimate solution to problems that involve multiple
classes [16]. Zhou et al. [52] combined the OAO scheme with seven well-known binary
classification methods to develop the best model for predicting the different risk levels of
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Chinese companies. Galar et al. [20] used distance-based relative competence weighting
and combination for OAO to solve multi-class classification problems.

Suykens et al. [53] improved the LSSVM and demonstrated that it solves nonlin-
ear estimation problems. The LSSVM solves linear equations rather than the quadratic
programming problem. Some studies have demonstrated the superiority of the LSSVM
over the standard SVM [54,55]. In the present investigation, multi-class datasets are used
to demonstrate that the LSSVM is more effective than the SVM when each is combined
with the OAO strategy. Likewise, the main shortcoming of LSSVM is the need to set its
hyperparameters. Hence, a means of automatically evaluating the hyperparameters of the
LSSVM while ensuring its generalization performance is required. The hyperparameters of
a model have a critical effect on its predictive accuracy. Favorably, metaheuristic algorithms
constitute the most effective means of tuning hyperparameters.

The firefly algorithm (FA) [56] is shown to be effective for solving optimization prob-
lems. The FA has outperformed some metaheuristics, such as the genetic algorithm, particle
swarm optimization, simulation annealing, ant colony optimization and bee colony algo-
rithms [57,58]. Khadwilard et al. [59] presented the use of FA in parameter setting to solve
the job shop scheduling problem (JSSP). They concluded that the FA with parameter tuning
yielded better results than the FA without parameter tuning. Aungkulanon et al. [60]
compared the performance metrics of the FA, such as processing time, convergence speed
and quality of the results, with those of the PSO. The FA is consistently superior to PSO in
terms of both ease of application and parameter tuning.

Hybrid algorithms are observed to outperform their counterparts in classification [4,61].
In the last decade, much work has been done in solving multi-class classification problems
using hybrid algorithms [62,63]. Seera et al. [64] proposed a hybrid system that comprises
the Fuzzy MinMax neural network, the classification and regression tree, and the random
forest model for performing multiple classification. Tian et al. [65] combined the SVM
with three optimizing algorithms—grid search (GS), GA and PSO—to classify faults in
steel plates. Chou et al. [62] combined fuzzy logic (FL), a fast and messy genetic algorithm
(fmGA), and SVMs to improve the classification accuracy of project dispute resolution.

Therefore, this study proposes a new hybrid model that integrates an enhanced FA into
the LSSVM combined with the voting OAO scheme, called the Optimized-OAO-LSSVM,
to solve multi-class classification problems.

3. Methodology

In this section, several methods are introduced to create a metaheuristic optimized
multi-level classification system for predicting multi-class classification, involving a de-
composition strategy, a hybrid model of metaheuristic optimization in machine learning,
and performance measures.

3.1. Decomposition Methods

The strategy of decomposing the original problem into many sub-problems is exten-
sively used in applying binary classifiers to solve multi-class classification problems. The
OAO algorithm was used for decomposition herein. The OAO scheme divides an original
problem into as many binary problems as possible pairs of classes. Each problem is faced
by a binary classifier, which is responsible for distinguishing between each of the pair, and
then the outputs of these base classifiers are combined to predict the final output.

Specifically, the OAO method constructs k(k–1)/2 classifiers [16], where k is the
number of classes. Classifier ij, named f ij, is trained, using all of the patterns from class i as
positive instances. All of the patterns from class j are negative cases and the rest of the data
points are ignored. The code-matrix in this case has dimensions k × k(k–1)/2 and each
column corresponds to a binary classifier of a pair of classes. All classifiers are combined
to yield the final output.

Different methods can be used to combine the obtained classifiers for the OAO scheme.
The most common method is a simple voting method [66] by which a group, such as people
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in a meeting or an electorate, makes a decision or expresses an opinion, usually following
discussion, debate or election campaigns.

3.2. Optimization in Machine Learning
3.2.1. Least Squares Support Vector Machine for Classification

The least squares SVM (LSSVM), proposed by Suykens et al. [53], is an enhanced ML
technique with many advanced features. Therefore, the LSSVM has high generalizability
and a low computational burden. In a function estimation of the LSSVM, given a training
dataset {xk, yk}N

k=1, the optimization problem is formulated as follows:

min
ω,b,e

J(ω, e) =
1
2
‖ω‖2 +

1
2

C
N

∑
k=1

e2
k (1)

subject to yk = 〈ω, ϕ(xk)〉+ b + ek, k = 1, . . . N
where J(ω,e) is the optimization function; ω is the parameter in the linear approximation;
ek ∈ R are error variables; C ≥ 0 is a regularization constant that represents the trade-off
between the empirical error and the flatness of the function; xk is the input patterns; yk are
prediction labels; and N is the sample size.

Equation (2) is the resulting LSSVM model for function estimation.

f (x) =
N

∑
k=1

αkK(x, xk) + b (2)

where αk, b are Lagrange multipliers and the bias term, respectively; and K(x, xk) is the
kernel function.

The Gaussian radial basis function (RBF) and the polynomial are commonly used
kernel functions. RBFs are more frequently used because, unlike linear kernel functions,
they can classify multi-dimensional data efficiently. Therefore, in this study, an RBF kernel
is used. Equation (3) is the RBF kernel.

K(x, xk) = exp(−‖x − xk‖2/2σ2 (3)

Although the LSSVM can effectively learn patterns from data, the main shortcoming is
that the predictive accuracy of an LSSVM model depends on the setting of its hyperparam-
eters. Parameter optimization in an LSSVM includes the regularization parameter (C) in
Equation (1) and the sigma of the RBF kernel (σ) in Equation (3). The generalizability of the
LSSVM can be increased by determining optimal values of C and σ. In this investigation,
the enhanced FA, which is an improved stochastic, nature-inspired metaheuristic algorithm,
was developed to finetune the above hyperparameters C and σ.

3.2.2. Enhanced Firefly Algorithm

In this study, the enhanced firefly algorithm is proposed to improve the LSSVM’s
hyperparameters. The FA is improved by integrating stochastic agents to enrich global
exploration and local exploitation.

Metaheuristic Firefly Algorithm

Yang (2008) developed the FA, which is inspired by the swarm nature of fireflies [67].
This algorithm is designed to solve global optimization problems in which each individual
firefly in a population interacts with each other through their light intensity. The attractive-
ness of an individual firefly is proportional to its intensity. Visibly, the less this attraction
for another individual firefly, the farther away it is from its location.

Despite the effectiveness of conventional FA in solving optimization problems, it
often gets stuck in the local optima [39]. Randomization is considered an important
part of searching optimal solutions. Therefore, fine-tuning the degree of randomness
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and balancing the local and global search are critical for the favorable performance of a
metaheuristic algorithm.

The achievement of the FA is decided by three parameters, which are β, γ, and
α, where β is the attractiveness of a firefly, γ is the absorption coefficient, and α is a
trade-off constant to determine the random movements. Hence, this study supplements
metaheuristic components—chaotic maps, adaptive inertia weight (AIW) and Lévy flight—
into the basic FA. The components are not only to restore the balance between exploration
and exploitation but also to increase the probability of escaping from the attraction of
local optima.

Chaotic Maps: Generating a Variety of Initial Population and Refining Attractive Values

The simplest chaotic mapping operator is the logistic mapping, which creates more
diversity than randomly selected baseline populations, and reduces the probability of early
convergence [68]. The logistic map is formulated as Equation (4).

Xn+1 = ηXn(1 − Xn) (4)

where n is the number label of a firefly and Xn is the logistic chaotic value of the nth

firefly. In this work, initial populations are generated using the logistic map equation, and
parameter η is set to 4.0 in all experiments.

Additionally, chaotic maps are used as efficient alternatives to pseudorandom se-
quences in chaotic systems [69]. A Gauss/mouse map is the best chaotic map for tuning the
attractiveness parameter (β) of the original FA. Equation (5) describes the Gauss/mouse
map that was used in this study.

Gauss/mouse map : βt
chaos =

⎧⎨⎩
0 βt−1

chaos = 0

1/βt−1
chaosmod(1) otherwise

(5)

The β of a firefly is updated using Equation (6).

β = (βt
chaos − β0)e−γrij

2
+ β0 (6)

where β is the firefly attractiveness; βt
chaos is the tth Gauss/mouse chaotic number and t is

the iteration number; β0 is the attractiveness of the firefly at distance r = 0; rij is the distance
between the ith firefly and the jth firefly; e is a constant coefficient, and γ is the absorption
coefficient.

Adaptive Inertia Weight: Controlling Global and Local Search Capabilities

In this investigation, the AIW was integrated into the original FA because AIW has
critical effects on not only the optimal solution convergence, but also the computation
time. A monotonically decreasing function of the inertia weight was used to change the
randomization parameter α in the conventional FA. The AIW was utilized to adjust the
parameter α by which the distances between fireflies were reduced to a reasonable range
(Equation (7)).

αt = α0θt (7)

where α0 is the initial randomization parameter; αt is the randomization parameter in the
tth generation; θ is the randomness reduction constant (0 < θ < 1), and t is the number of
the iteration. The selected value of θ in this implementation is 0.9 based on the literature,
and t ∈ [0, tmax], where tmax is the maximum number of generations.
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Lévy Flight: Increasing Movement and Mimicking Insects

A random walk is the outstanding characteristic of Lévy flight in which the step length
follows a Lévy distribution [70]. Equation (8) provides the step length s in Mantegna’s
algorithm.

Levy ∼ s =
u

|v|1/τ
(8)

where Lévy is a Lévy distribution with an index τ; s denotes a power–law distribution;
and u and v are drawn from normal distributions, as follows. New solutions are obtained
around the optimal solution using a Lévy walk, which expedites the local search.

u ∼ N(0, σ2
u), v ∼ N(0, σ2

v ) (9)

where σu =

{
Γ(1 + τ) sin(πτ/2)

Γ[(1 + τ)/2]τ2(τ−1)/2

}1/τ

,σv = 1 (10)

Here, Γ(t) is the Gamma function.

Γ(t) =
∞∫

0

zt−1e−zdz (11)

Notably, the aforementioned metaheuristic components supplement the basic FA to
improve the effectiveness and efficiency of optimization process. The movement of the ith

firefly that is attracted to a brighter jth firefly is thus modified as follows:

xt+1
i = xt

i + β(xt
j − xt

i ) + αtsign[rand − 0.5]⊗ Levy (12)

Table 1 presents the default settings of the parameters used in the enhanced FA.

Table 1. Default settings of parameters of enhanced FA.

Group Parameter Setting Purpose

Swarm and
metaheuristic settings

Number of fireflies User defined; default value: 80 Population number

Max generation User defined; default value:
tmax = 40

Constrain implementation of
algorithm

Chaotic logistic map Random generation; biotic
potential η = 4

Generate initial population with high
diversity

Brightness Objective function Accuracy Calculate firefly brightness

Attractiveness

βmin Default value β0 = 0.1 Minimum value of attractive
parameter β

Chaotic Gauss/mouse
map Random generation Automatically tune β parameter

γ Default value γ = 1 Absorption coefficient

Random movement

α Default value α0 = 0.2 Randomness of firefly movement

Adaptive inertia weight Default value θ = 0.9 Control the local and global search
capabilities of swarm algorithm

Lévy flight Default value τ = 1.5

Accelerate the local search by
generating new optimal

neighborhoods around the obtained
best solution
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3.2.3. Optimized LSSVM Model with Decomposition Scheme

The hybrid model in this work combines the LSSVM with the OAO decomposition
scheme to solve multi-level classification problems. In highly nonlinear spaces, the RBF
kernel is used in the LSSVM. To improve accuracy in the solution of multi-class problems,
the enhanced FA is used to finetune the regularization parameter (C) and the sigma param-
eter (σ) in the LSSVM model. Particularly, the FA was improved using three supplementary
elements to optimize hyperparameters C and σ. Equation (13) is the fitness function of the
model in which the objective function represents the classification accuracy.

f(m) = objective_functionvalidation-data (13)

3.3. Performance Measures
3.3.1. Cross-Fold Validation

The k-fold cross-validation technique is extensively applied to confirm the accuracy
of algorithms, as it reduces biases that are associated with randomly sampling training and
test sets. Kohavi (1995) verified that ten-fold cross-validation was optimal [71]; it involves
dividing a complete dataset into ten subsets (nine learning subsets and one test subset).

3.3.2. Confusion Matrix

In the field of machine learning and the problem of statistical classification, the
confusion matrix is commonly applied to evaluate the efficacy of an algorithm. Table 2
presents an example of a confusion matrix. From the table, the true positive (tp) value and
true negative (tn) value represent accurate classifications. The false positive (fp) value or
false negative (fn) value refers to erroneous classifications.

Table 2. Confusion matrix.

Actual Class

Positive Negative

Predicted class
Positive True positive (tp) False negative (fn)

Negative False positive (fp) True negative (tn)

The commonly used metrics of the effectiveness of classification are generated from
four elements of the confusion matrix (accuracy, precision, sensitivity, specificity and area
under the receiver operating characteristic curve (AUC)).

The predictive accuracy of a classification algorithm is calculated as follows.

Accuracy =
tp + tn

tp + f p + tn + f n
(14)

Two extended versions of accuracy are precision and sensitivity. Precision measures
the reproducibility of a measurement, whereas sensitivity—also called recall—measures
the completeness. Precision in Equation (15) is defined as the number of true positives as a
proportion of the total number of true positives and false positives that are provided by
the classifier.

Precision =
tp

tp + f p
(15)

Sensitivity in Equation (16) is the number of correctly classified positive examples
divided by the number of positive examples in the data. In identifying positive labels,
sensitivity is useful for estimating the effectiveness of a classifier.

Sensitivity =
tp

tp + f n
(16)
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Another performance metric is specificity. The specificity of a test is the ability of the
test to determine correctly those cases. This metric is estimated by calculating the number
of true negatives as a proportion of the total number of true negatives and false positives
in examples. Equation (17) is the formula for specificity.

Speci f icity =
tn

tn + f p
(17)

A receiver operating characteristic (ROC) curve is the most commonly used tool
for visualizing the performance of a classifier, and AUC is the best way to capture its
performance as a single number. The ROC curve captures a single point, the area under
the curve (AUC), in the analysis of model performance [72]. The AUC, sometimes referred
to as the balanced accuracy [73] is easily obtained using Equation (18).

AUC =
1
2

[(
tp

tp + f n

)
+

(
tn

tn + f p

)]
(18)

4. Metaheuristic-Optimized Multi-Level Classification System

4.1. Benchmarking of the Enhanced Metaheuristic Optimization Algorithm

This section evaluates the efficiency of the enhanced FA by testing benchmark func-
tions to elucidate the characteristics of optimization algorithms. Ten complex benchmark
functions with different characteristics and dimensions [74,75] were used herein to evaluate
the performance of the enhanced FA. This investigation used 200 for the number of fireflies
and 1000 for the maximum number of iterations.

Table 3 presents numerical benchmark functions and their optimal values that are
obtained, using the enhanced FA. The results indicate that the enhanced FA yielded all of
the optimal values, which were very close to the analytically obtained values. Therefore,
the proposed enhanced FA is promising.

Table 3. Numerical benchmark functions.

No. Benchmark Functions Dimension
Minimum

Value
Maximum

Value
Mean of

Optimum
Standard
Deviation

Total Time
(s)

1 Griewank 10 3.03 × 10−11 3.75 × 10−10 1.36 × 10−10 8.44 × 10−11 2.10 × 104

f (x) =
d
∑

i=1

x2
i

4000 − d
∏
i=1

cos
(

xi√
i

)
+ 1

xi = [−600; 600]
30 7.84 × 10−8 2.36 × 10−7 1.51 × 10−7 4.49 × 10−7 1.99 × 104

Minimum f(0, . . . ,0) = 0 50 5.40 × 10−7 1.74 × 10−6 1.17 × 10−6 3.01 × 10−7 2.34 × 104

2 Deb 01 10 −1 −1 −1 4.98 × 10−12 1.54 × 104

f (x) = − 1
d ∑d

i=1 sin6(5*pi*x)
xi = [−1;1]

30 −1 −8.34 × 10−1 −9.93 × 10−1 3.12 × 10−2 1.85 × 104

Minimum f(0, . . . ,0) = −1 50 −1 −5.24 × 10−1 −9.31 × 10−1 1.39 × 10−1 2.26 × 104

3 Csendes 10 7.04 × 10−11 1.06 × 10−5 9.57 × 10−7 2.09 × 10−6 3.55 × 104

f (x) =
d
∑

i=1
x6

i

(
2 + sin 1

xi

)
xi = [−1; 1]

30 4.39 × 10−6 2.39 × 10−3 5.07 × 10−4 5.66 × 10−4 4.27 × 104

Minimum f(0, . . . ,0) = 0 50 3.78 × 10−4 6.53 × 10−3 1.49 × 10−3 1.22 × 10−3 4.91 × 104

4 De Jong 10 2.80 × 10−12 8.65 × 10−12 4.82 × 10−12 1.59 × 10−12 1.50 × 104

f (x) = ∑d
i=1 x2

i ; xi = [−5.12; 5.12] 30 7.40 × 10−11 3.33 × 10−4 1.11 × 10−5 6.08 × 10−5 1.97 × 104

Minimum f(0, . . . ,0) = 0 50 1.39 × 10−4 4.45 × 10−2 8.07 × 10−3 9.66 × 10−3 2.37 × 104

5 Alpine 1 10 6.69 × 10−7 5.49 × 10−4 2.03 × 10−5 9.99 × 10−5 1.50 × 104

f (x) =
d
∑

i=1
|xi sin(xi ) + 0.1 xi |

xi = [−10; 10]
30 6.80 × 10−6 7.43 × 10−3 5.21 × 10−4 1.65 × 10−3 2.07 × 104

Minimum f(0, . . . ,0) = 0 50 2.43 × 10−5 4.95 × 10−3 9.43 × 10−4 1.42 × 10−3 2.34 × 104
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Table 3. Cont.

No. Benchmark Functions Dimension
Minimum

Value
Maximum

Value
Mean of

Optimum
Standard
Deviation

Total Time
(s)

6 Sum Squares 10 4.77 × 10−11 1.74 × 10−10 1.06 × 10−10 3.27 × 10−11 1.44 × 104

f (x) =
d
∑

i=1
ix2

i

xi = [−10; 10]
30 1.52 × 10−8 4.59 × 10−8 2.70 × 10−8 7.78 × 10−9 3.20 × 104

Minimum f(0, . . . ,0) =0 50 1.51 × 10−5 1.60 × 10−2 1.13 × 10−3 2.89 × 10−3 2.46 × 104

7 Rotated hyper-ellipsoid 10 1.96 × 10−9 6.99 × 10−9 4.73 × 10−9 1.29 × 10−9 1.48 × 104

f (x) =
d
∑

i=1

i
∑

j=1
x2

j

xi = [−65.536; 65.536]
30 4.43 × 10−7 1.56 × 10−6 1.06 × 10−6 3.30 × 10−7 2.40 × 104

Minimum f(0, . . . ,0) = 0 50 3.80 × 10−5 3.37 × 10−3 9.75 × 10−4 1.10 × 10−3 2.23 × 104

8 Xin She Yang 2 10 5.66 × 10−4 5.66 × 10−4 5.66 × 10−4 4.63 × 10−15 1.59 × 104

f (x) =
∑d

i=1|xi |*exp*[− ∑d
i=1 sin(x2

i )]
xi = [−2π; 2π]

30 3.51 × 10−12 1.06 × 10−11 5.24 × 10−12 2.09 × 10−12 2.32 × 104

Minimum f(0, . . . ,0) = 0 50 4.36 × 10−20 5.04 × 10−18 1.18 × 10−18 1.40 × 10−18 2.21 × 104

9 Schwefel 10 6.36 × 10−58 1.50 × 10−55 2.27 × 10−56 3.28 × 10−56 3.59 × 104

f (x) = ∑d
i=1 x10

i ; xi = [−10; 10] 30 3.42 × 10−49 4.68 × 10−28 1.64 × 10−29 8.55 × 10−29 4.20 × 104

Minimum f(0, . . . ,0) =0 50 7.08 × 10−18 3.40 × 10−13 2.75 × 10−14 6.75 × 10−14 4.78 × 104

10 Chung-Reynolds 10 3.95 × 10−19 6.84 × 10−18 2.74 × 10−18 1.63 × 10−18 1.47 × 104

f (x) = (∑d
i=1 x2

i )
2
; xi = [−100; 100] 30 1.25 × 10−15 5.22 × 10−15 2.22 × 10−15 9.62 × 10−16 1.79 × 104

Minimum f(0, . . . ,0) = 0 50 1.99 × 10−14 1.32 × 10−13 5.82 × 10−14 2.74 × 10−14 2.48 × 104

4.2. System Development

The multi-level classification system comprises two computing modules, OAO-LSSVM
and Optimized-OAO-LSSVM. Combining the OAO scheme with the LSSVM yielded the
baseline model for solving multi-class classification problems. The LSSVM model was
then further optimized using a swarm intelligence algorithm (enhanced FA). The GUI was
created to help users to be acquainted with the environment of machine learning.

4.2.1. Framework

Figure 1 shows the framework of the proposed multi-level classification system. The
two modules of the system are the Optimized-OAO-LSSVM and baseline OAO-LSSVM
module. In the system, the users can choose either the Optimized-OAO-LSSVM or baseline
OAO-LSSVM module to run the data. Both modules help the user to evaluate model
performance or to predict outputs. The system also enables the user to save the model after
executing the training process, allowing it to be reused for other purposes.

With the baseline OAO-LSSVM module, the input data are separated into learning
data and test data. After setting original input hyperparameters, the learning data help
to create the model, and the test data are used to evaluate model or predict output values
depending on the demand of users. The main difference between the Optimized-OAO-
LSSVM and baseline module is that the input hyperparameters of the Optimized-OAO-
LSSVM model are finetuned by the enhanced FA, which improves the performance of the
machine learning model.
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Figure 1. Metaheuristic-optimized multi-level classification system flowchart.
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4.2.2. Implementation

The proposed system has two functions, including evaluation and prediction. The
evaluation function supports four operations, and users can choose one of these four
operations.

Figure 2 shows the screenshots of the system. In the main menu, a user can adopt the
enhanced FA to tune the LSSVM hyperparameters. Then, the parameters are set by the
user, or the default values are used. Next, the user must select or not select normalization,
the part between the training data and the validation data, as well as the stopping criteria.

Figure 2. Screenshots of system.

The results and predicted values obtained by using the Optimized-OAO-LSSVM
model are displayed in the interface. Moreover, users can view and save the results as
an Excel file, which includes inputs and outputs. The Optimized-OAO-LSSVM system
showed the efficiency of operating the proposed model.

5. Engineering Applications

This section elucidates the Optimized-OAO-LSSVM system to handle classification
issues. Many case studies in engineering management were used herein to evaluate
the application of multi-classification system. Section 5.1 presents the results obtained
by using the proposed model to solve binary-class geotechnical problems. Section 5.2
demonstrates the use of the system to solve multi-class civil engineering and construction
management problems.
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5.1. Binary-Class Problems

Two binary-class datasets associated with seismic hazards in coal mines and the early
warning of liquefaction disasters are taken from the literature [76,77]. Table 4 presents the
variables and their descriptive statistics of the datasets.

Table 4. Data collection and parameter setting.

Parameter Unit Max. Value Min. Value Mean
Standard
Deviation

Dataset 1—Seismic bumps, 2584 samples, Poland [76]

Genergy N/A 2,595,650.00 100.00 90,242.52 229,200.51
Gpuls N/A 4518.00 2.00 538.58 562.65

Gdenergy N/A 1245.00 −96.00 12.38 80.32
Gdpuls N/A 838.00 −96.00 4.51 63.17
Energy Joule 402,000.00 0.00 4975.27 20,450.83

Maxenergy Joule 400,000.00 0.00 4278.85 19,357.45
Seismic bumps (1 = hazardous state, 2 = not) N/A 2 1

Dataset 2—Soil Liquefaction, 226 samples, U.S.A., China and Taiwan [77]

Cone tip resistance (qc) MPa 25.00 0.90 5.82 4.09
Sleeve friction ratio (Rf) % 5.20 0.10 1.22 1.05

Effective stress (σ’v) kPa 215.20 22.50 74.65 34.40
Total stress (σv) kPa 274.00 26.60 106.89 55.36

Horizontal ground surface acceleration (amax) gal 0.80 0.08 0.29 0.14
Earthquake movement magnitude (Mw) N/A 7.60 6.00 6.95 0.44

Soil liquefaction (1 = exists, 2 = not) N/A 2 1

Note: The users have to convert the output of data into class 1 and 2.

In monitoring seismic hazards in coal mines, an early warning model can be applied to
forecast the occurrence of hazard events and withdraw workers from threatened areas, re-
ducing the risk of mechanical seismic impact to save the lives of mine workers. The dataset
has 170 samples, representing a hazardous state (Class 1) and 2414 samples, representing a
non-hazardous state (Class 2).

Soil liquefaction is a major effect of an earthquake and may seriously damage buildings
and infrastructure and cause loss of life. The deformation of soil by a high pore-water
pressure causes the liquefaction. A soil deposit under a dynamic load generates pore
water, which reduces its strength and causes liquefaction. The proposed model is used to
predict the liquefaction or non-liquefaction of soil. This database embraces 226 examples
comprising 133 instances of liquefaction (Class 1) and 93 instances of non-liquefaction
(Class 2).

Chou et al., (2016) combined the smart firefly algorithm with the LSSVM (SFA-LSSVM)
to solve seismic bump and soil liquefaction problems [78]. They compared the perfor-
mance of the SFA-LSSVM model with the experimental performance of other models and
concluded that the SFA-LSSM is the best model for solving such problems.

Therefore, to demonstrate the effectiveness and efficiency of the proposed model
in solving binary-class problems, the results obtained using the proposed model were
compared with those obtained using the SFA-LSSVM model. Table 5 presents the results of
using the Optimized-OAO-LSSVM and SFA-LSSVM models for predicting seismic bumps
and soil liquefaction in original-value and feature-scaling cases.
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Table 5. Comparison of performances of SFA-LSSVM and Optimized-OAO-LSSVM models used to solve binary problems.

Technique Cross-Fold Validation Accuracy (%) Training and Test Time (s)

Dataset 1—Seismic bumps (2584 samples)
SFA-LSSVM (original value) 10 93.46 355,913.59
SFA-LSSVM (feature scaling) 10 93.96 174,328.48

Optimized-OAO-LSSVM (original value) 10 93.42 1136.60
Optimized-OAO-LSSVM (feature scaling) 10 93.30 717.37

Dataset 2—Soil liquefaction (226 samples)
SFA-LSSVM (original value) 10 94.31 19,884.82
SFA-LSSVM (feature scaling) 10 95.18 998.45

Optimized-OAO-LSSVM (original value) 10 93.38 57.22
Optimized-OAO-LSSVM (feature scaling) 10 92.93 56.14

The computational time of the Optimized-OAO-LSSVM model was substantially
shorter than that of the SFA-LSSVM model, although its predictive accuracy was not
significantly higher. With seismic bumps dataset, the Optimized-OAO-LSSVM model had
an accuracy of 93.42% in 1136.60 s whereas the SFA-LSSVM model had an accuracy of
93.46% in 355,913.59 s.

Similarly, the Optimized-OAO-LSSVM model had a shorter computing time than the
SFA-LSSVM model with soil liquefaction data (57.22 s and 19,884.82 s with original value
case, respectively). Therefore, the Optimized-OAO-LSSVM is an effective and efficient
model for solving binary-class classification problems.

5.2. Multi-Level Problems

The proposed system was applied to three multi-level cases. The results obtained were
compared with those obtained using the baseline model (OAO-LSSVM), with prior experi-
mental results and with those obtained using single multi-class models (SMO, Multiclass
Classifier, Naïve Bayes, Logistic, and LibSVM).

5.2.1. Case 1—Diagnosis of Faults in Steel Plates

Fault diagnosis is important in industrial production. For instance, producing de-
fective products can impose a high cost on a manufacturer of steel products. Therefore,
in this investigation a dataset of faults in steel plates, which are important raw materials
in hundreds of industrial products, is used as a practical case. The original dataset was
obtained from Semeion, Research of Sciences of Communication, Via Sersale 117, 00128,
Rome, Italy. In this dataset, faults in steel plates are classified into 7 types, including Pastry,
Zscratch, Kscratch, Stains, Dirtiness, Bumps and Other. The database contains 1941 data
points with 27 independent variables.

To prevent confusion in multi-class classification, Tian et al. [65] eliminated faults
of class 7 because that class did not refer to a particular kind of fault. Furthermore, to
improve predictive accuracy, they used the recursive feature elimination (RFE) algorithm
to reduce the number of dimensions of the multi-classification. Therefore, Tian et al. used a
modified steel plates fault dataset (1268 samples) with 20 independent attributes and six
types of fault [65]. To obtain a fair comparison, therefore, the proposed model was applied
to the modified data. Table 6 presents the inputs and profile of categorical labels for data
concerning faults in steel plates.
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Table 6. Statistical input and profile of categorical labels for the steel plate faults diagnosis data.

Parameter Max. Value Min. Value Mean
Standard
Deviation

Input
Edges Y Index 1 0.048 0.813 0.234

Outside Global Index 1 0 0.576 0.482
Orientation Index 1 −0.991 0.083 0.501

Edges X Index 1 0.014 0.611 0.243
Type of Steel_A300 1 0 0.400 0.490
Luminosity Index 1 −0.999 −0.131 0.149

Square Index 1 0.008 0.571 0.271
Type of Steel_A400 1 0 0.600 0.490
Length of Conveyer 1794 1227 1459.160 144.578

Minimum of Luminosity 203 0 84.549 32.134
X Maximum 1713 4 617.964 497.627
X Minimum 1705 0 571.136 520.691

Sigmoid of Areas 1 0.119 0.585 0.339
Edges Index 1 0 0.332 0.300
Empty Index 1 0 0.414 0.137

Maximum of Luminosity 253 37 130.194 18.691
Log of Areas 51,837 0.301 22,757.224 9704.564
Log Y Index 42,587 0 11,636.590 7273.127
Log X Index 30,741 0.301 9477.470 7727.986

Steel Plate Thickness 300 40 78.738 55.086

Output—Type of fault

N/A

Pastry (Class 1)
ZScratch (Class 2)
KScratch (Class 3)

Stains (Class 4)
Dirtiness (Class 5)
Bumps (Class 6)

Accuracy, precision, sensitivity, specificity and AUC are indices used to evaluate the
effectiveness of the proposed model. High values indicate favorable performance and
vice versa. Accuracy is the most commonly used index. Table 7 presents the predictive
performances of SMO, the Multiclass Classifier, the Naïve Bayes, Logistic, LibSVM and
several empirical models [65], and the OAO-LSSVM and Optimized-OAO-LSSVM models
when applied to the steel fault dataset.

Tian et al. used three optimizing algorithms—grid search (GS), GA and PSO—
combined with SVM to improve the accuracy of classification in the steel fault dataset [65].
They showed that the SVM model, optimized by PSO, was the best for predicting the test
data, with an accuracy of 79.6%. With the same data, the Optimized-OAO-LSSVM had an
accuracy of 91.085%. The Optimized-OAO-LSSVM model was more accurate than SMO
(86.357%), the Multiclass Classifier (85.726%), the Naïve Bayes (82.334%), the Logistic model
(86.124%), the LibSVM (31.704%) and the OAO-LSSVM model (53.553%). The statistical
accuracy of the Optimized-OAO-LSSVM model, applied to the test data, was better than
those of other algorithms at a significance level of 1%.
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Table 7. Results of performance measures and rates of improved accuracy achieved by Optimized-OAO-LSSVM.

Empirical Models
Reported in Primary

Works and Single
Multi-Class Models

Performance Measure
Improved

Accuracy by
Optimized-

OAO-LSSVM
System (%)Dataset

Accuracy
(%)

Precision
(%)

Sensitivity
(%)

Specificity
(%)

AUC

Dataset
1—Diagnosis

of faults in
steel plates

SMO 86.357 86.400 86.300 95.300 0.908 5.191
Multiclass Classifier 85.726 85.700 85.600 96.000 0.908 5.884

Naïve Bayes 82.334 82.300 84.440 95.960 0.902 9.608
Logistic 86.124 86.100 86.000 97.400 0.917 5.447
LibSVM 31.704 31.700 10.100 89.900 0.500 65.193

GS-SVM [65] 77.800 - - - - 14.586
GA-SVM [65] 78.000 - - - - 14.366
PSO-SVM [65] 79.600 - - - - 12.610
OAO-LSSVM 53.553 28.764 - 59.148 - 41.206

Optimized-OAO-
LSSVM 91.085 89.995 90.437 91.020 0.907 -

Dataset
2—Quality of

water in
reservoir

SMO 75.238 75.200 77.500 85.900 0.817 19.661
Multiclass Classifier 85.397 85.400 86.500 94.900 0.907 8.813

Naïve Bayes 76.000 76.000 78.700 99.500 0.891 18.847
Logistic 89.580 89.600 89.600 95.000 0.923 4.346
LibSVM 80.950 81.000 81.000 87.600 0.843 13.561

OAO-LSSVM 92.196 90.794 90.633 92.078 0.914 1.553
Optimized-OAO-

LSSVM 93.650 92.531 93.840 93.746 0.938 -

Dataset
3—Urban land

cover

SMO 85.778 85.800 86.000 89.000 0.875 1.714
Multiclass Classifier 64.900 64.900 64.800 99.400 0.821 25.636

Naïve Bayes 81.000 81.000 81.600 91.800 0.867 7.189
Logistic 65.926 65.900 65.900 95.300 0.806 24.461
LibSVM 18.370 18.400 19.000 81.400 0.502 78.951

k-NN classifier [79] 80.140 - - - - 8.174
ELM classifier [79] 84.700 - - - - 2.949
SVM classifier [79] 84.890 - - - - 2.732

OAO-LSSVM 18.378 11.637 - - - 78.942
Optimized-OAO-

LSSVM 87.274 87.048 89.918 87.297 0.886 -

5.2.2. Case 2—Quality of Water in Reservoir

The case study from the field of hydroelectric engineering involves a dataset on
the quality of water in a reservoir. The quality of water is critical because water is a
primary natural resource that supports the survival and health of humans through drinking,
irrigation, hydroelectricity, aquaculture and recreation. Accurately predicting water quality
is essential in the management of water resources.

Table 8 shows the details of the water quality dataset. Carlson’s Trophic State Index
(CTSI) has long been used in Taiwan to assess eutrophication in reservoirs [80]. Generally,
the factors that are considered to evaluate reservoir water quality are quite complex.
The key assessment factors include Secchi disk depth (SD), chlorophyll a (Chla), total
phosphorus (TP), dissolved oxygen (DO), ammonia (NH3), biochemical oxygen demand
(BOD), temperature (TEMP) and others. In this investigation, SD, Chla and TP were
used to classify the quality of water in a reservoir. The OECD’s single indicator water
quality differentiations (Table 9) [81] was used to generate the following five levels for each
evaluation factor, as follows; excellent (Class 1), good (Class 2), average (Class 3), fair (Class
4) and poor (Class 5). The database includes 1576 data points with three independent inputs
(SD, Chla and TP) and the output is one of five ratings of quality of water in a reservoir.
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Table 8. Statistical attributes of reservoir water quality dataset.

Parameter Max. Value Min. Value Mean
Standard
Deviation

Input
Secchi disk depth (SD) 8.375 0.1 1.8605 1.1026
Chlorophyll a (Chla) 151.4 0.1 7.9216 12.2305

Total phosphorus (TP) 2.0495 0.0022 0.0677 0.214

Output-Reservoir water
quality

N/A
Excellent—Class 1

Good—Class 2
Average—Class 3

Fair—Class 4
Poor—Class 5

Table 9. Single indicator water quality differentiations.

Factor/Index Excellent 1 Good 2 Average 3 Fair 4 Poor 5

Secchi disk depth (SD) >4.5 4.5–3.7 3.7–2.3 2.3–1.7 <1.7
Chlorophyll a (Chla) <2 2.0–3.0 3.0–7.0 7.0–10.0 >10

Total phosphorus (TP) <8 8–12 12–28 28–40 >40
Carlon’s Trophic State

Index (CTSI) <20 20–40 40–50 50–70 >70

Table 7 compares the performances of the SMO, Multiclass Classifier, Naïve Bayes,
Logistic, LibSVM, OAO-LSSVM and Optimized-OAO-LSSVM models when used to predict
the quality of water in a reservoir, using test data. The numerical results revealed that the
Optimized-OAO-LSSVM is the best model for predicting this dataset in terms of accuracy,
precision, sensitivity, specificity and AUC value (93.650% 92.531%, 93.840%, 93.746% and
0.938 respectively). Moreover, the hypothesis tests concerning accuracy established that the
Optimized-OAO-LSSVM model was more efficient than the other models at a significance
level of 1%.

5.2.3. Case 3—Urban Land Cover

Another dataset, concerning urban land cover (675 data points), was obtained from
the UCI Machine Learning Repository [82]. Information about land use is important in
every city because it is used for many purposes [83], including tax assessment, setting
land use policy, city planning, zoning regulation, analysis of environmental processes, and
management of natural resources. The assessment of land cover is very important for
scientists and authorities that are concerned with mapping the patterns of land cover on
global, regional as well as local scales, to understand geographical changes [79]. Therefore,
accurate and readily produced land cover classification maps are of great importance in
studies of global change.

The land cover dataset includes a total of 147 features, which include the spectral,
magnitude, formal and textural properties of an image of land. The spectral, magnitude,
formal and textural properties of the image consist of 21 features. Afterwards, these
features were repeated on each coarse scales (20, 40, 60, 80, 100, 120, and 140), yielding
147 features [79]. Table 10 shows the features used in the dataset. The data specify nine
forms of land cover—trees (Class 1), concrete (Class 2), shadows (Class 3), asphalt (Class 4),
buildings (Class 5), grass (Class 6), pools (Class 7), cars (Class 8) and soil (Class 9)—which
are treated as the predictive classes, and listed in Table 11.
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Table 10. Attribute information in the urban land cover dataset.

Names of Attributes in the Dataset
Source of Information of the

Segments

BrdIndx: border index Shape
Area: area in m2 Size

Round: roundness Shape
Bright: brightness Spectral

Compact: compactness Shape
ShpIndx: shape index Shape

Mean_G: green Spectral
Mean_R: red Spectral

Mean_NIR: near Infrared Spectral
SD_G: standard deviation of green Texture

SD_R: standard deviation of red Texture
SD_NIR: standard deviation of near infrared Texture

LW: length/width Shape
GLCM1: gray-level co-occurrence matrix Texture

Rect: rectangularity Shape
GLCM2: another gray-level co-occurrence matrix attribute Texture

Dens: density Shape
Assym: asymmetry Shape

NDVI: normalized difference vegetation index Spectral
BordLngth: border length Shape

GLCM3: another gray-level co-occurrence matrix attribute Texture
Note: These attributes are repeated for each coarse scale (i.e., variable_20, variable_40 . . . , variable_140).

Table 11. Number of data points concerning nine forms of land cover in urban land cover dataset.

Names of the Land Cover in the Dataset No. of Data Points

Trees (Class 1) 106
Concrete (Class 2) 122
Shadow (Class 3) 61
Asphalt (Class 4) 59

Buildings (Class 5) 112
Grass (Class 6) 116
Pools (Class 7) 29
Cars (Class 8) 36
Soil (Class 9) 34

Total 675

Durduran [79] used three classification algorithms, k-NN, SVM and extreme learning
machine (ELM), each combined with the OAR scheme, to predict urban land cover. To verify
the effectiveness of the proposed Optimized-OAO-LSSVM model in classifying urban land
cover, the performance of the proposed model is compared with their experimental results.

Table 7 compares the predictive accuracies of the SMO, Multiclass Classifier, Naïve
Bayes, Logistic, LibSVM, OAO-LSSVM, and the proposed models with that, experimentally
determined, of k-NN, SVM, and ELM. As shown in Table 10, the Optimized-OAO-LSSVM
had an accuracy of 87.274%, a precision of 87.048%, a sensitivity of 89.918%, a specificity of
87.297% and an AUC of 0.886. Clearly, the Optimized-OAO-LSSVM model outperformed
the other models in all these respects. Notably, the Optimized-OAO-LSSVM model is more
efficient than the other models at a significance level of 1%.

5.3. Analytical Results and Discussion

The performance of the proposed classification system was evaluated in terms of
accuracy, precision, sensitivity, specificity and AUC. High values of these indices revealed
favorable performance and vice versa. However, accuracy is the most commonly used for
comparison. Table 7 summarizes the values of the performance metrics in case studies 1–3.
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The applicability and efficiency of the proposed system were confirmed by comparing its
performance with other single multi-class and previous models.

Data preprocessing, such as data cleansing and transformation, is essential to im-
proving the results of data analysis [84]. The user can decide whether or not to normalize
data to the (0, 1) range. Normalizing a dataset can minimize the effect of scaling. Table 12
presents the results of applying the proposed system in the three case studies with the
original data and the data after feature scaling. In Table 12, better predictive accuracies were
obtained with the original steel plates fault and land cover datasets (91.085% and 87.274%,
respectively), whereas better results were obtained with the reservoir water quality dataset
after feature scaling (93.650%).

Table 12. Analytical results obtained using Optimized-OAO-LSSVM.

Dataset
Performance Measure

Accuracy (%) Precision (%) Sensitivity (%) Specificity (%) AUC

Dataset 1—Diagnosis of faults in steel plates
Original value 91.085 89.995 90.437 91.020 0.907
Feature scaling 88.646 86.518 88.458 88.620 0.885

Dataset 2—Quality of water in reservoir
Original value 93.526 92.335 94.272 93.622 0.939
Feature scaling 93.650 92.531 93.840 93.746 0.938

Dataset 3—Urban land cover
Original value 87.274 87.048 89.918 87.297 0.886
Feature scaling 86.521 86.003 87.310 86.534 0.874

6. Conclusions and Recommendation

This work proposed a hybrid inference model that integrated an enhanced firefly
algorithm (enhanced FA) with a least squares support vector machine (LSSVM) model and
decomposition strategy (i.e., one-against-one, OAO) to improve its predictive accuracy
in solving multi-level classification problems. The proposed system provides a baseline
classification model, called OAO-LSSVM. The effectiveness of the enhanced FA Optimized-
OAO-LSSVM model is compared with that of the baseline OAO-LSSVM model.

To verify the applicability and efficiency of the proposed model in solving multi-
level classification problems, the predictive performance of the model was compared to
other multi-classification methods and prior studies with respect to accuracy, precision,
sensitivity, specificity and AUC. Three case studies, involving the multi-class problems of
categorizing steel plate faults, assessing the water quality in a reservoir, and managing
the condition of urban land cover, were considered. The proposed model exhibited higher
predictive accuracy than the baseline model (OAO-LSSVM), experimental studies and
other single multi-class algorithms with the highest accuracy in each case. In particular, the
proposed model yielded 91.085%, 93.650% and 87.274% accuracy in steel plate faults, water
quality in a reservoir, and urban land cover, respectively. Therefore, the model can be used
as a decision-making tool in solving practical problems in the fields of civil engineering
and construction management.

A main contribution of this work is the extension of a binary-class model to a meta-
heuristically optimized multi-level model for efficiently and effectively solving classifi-
cation problems involving multi-class data. Another major contribution is the design of
an intelligent computing system for users with ease that was proved to be an effective
project management software. Although the proposed model exhibited excellent predictive
accuracy, and a graphical user interface was effectively implemented, it has limitations that
should be addressed by future studies. The proposed model does not have high predictive
accuracy when applied to small datasets or the unbalanced numbers of data points. Future
studies should also improve the model to make it useful for solving multiple inputs and
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multiple outputs of multiclass classification problems, and develop it in a cloud computing
environment to increase its ubiquitous applicability.
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Abstract: Design: At the heart of time series forecasting, if nonlinear and nonstationary data are
analyzed using traditional time series, the results will be biased. At the same time, if just using
machine learning without any consideration given to input from traditional time series, not much
information can be obtained from the results because the machine learning model is a black box.
Purpose: In order to better study time series forecasting, we extend the combination of traditional
time series and machine learning and propose a hybrid cascade neural network considering a
metaheuristic optimization genetic algorithm in space–time forecasting. Finding: To further show
the utility of the cascade neural network genetic algorithm, we use various scenarios for training and
testing while also extending simulations by considering the activation functions SoftMax, radbas,
logsig, and tribas on space–time forecasting of pollution data. During the simulation, we perform
numerical metric evaluations using the root-mean-square error (RMSE), mean absolute error (MAE),
and symmetric mean absolute percentage error (sMAPE) to demonstrate that our models provide
high accuracy and speed up time-lapse computing.

Keywords: cascade neural network; space–time; forecasting; genetic algorithm; particulate matter

1. Introduction

Pollution describes the appearance and retention of the regular circulation of material,
fine particles, biomaterial, and energy, or a deterioration technique or atmospheric change,
which also has or may have significantly negative effects on human beings or the natural
environment. Air pollutants are exhaust gases, particulate matter compounds, solid
particulate matter, and other substances that emanate into the air, threatening the health of
the community and damaging the environment. Air pollutants can be classified into smog
and soot, pollution from contaminated air, greenhouse gas emissions, pollen, and mold.

PM refers to particulate matter, also known as particulate emissions. PM comprises
aggregated rigid particles and atmospheric fluid droplets. Some are large enough or visible
enough to be seen with the naked eye, and others are so small that they can only be
seen with electron microscopes. PM10 and PM2.5 are some classes of these particulate
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pollutants [1–4]. Let us consider a hair: the mean diameter of a single human hair is
approximately 70 micrometers. This is roughly 28 times the diameter of PM2.5. The
diameter of particulate matter in PM10 is 10 micrometers or below. Similarly, PM2.5 is
normally particles of diameter 2.5 micrometers or below. Both PM10 and PM2.5 are inhalable.
We can thus imagine how tiny 2.5 and 10 micrometers are.

PM can be made up of various chemicals, including sulfur dioxide (SO2) and nitrogen
oxides, originating in PM (NOx) [5–7]. All this can be found as a product of building
materials, farms, explosions, power stations, industry, and vehicles. PM is seriously
damaging, as described above, as it may be opaque and small enough to be inhaled into the
lungs or even into the circulation. Therefore, PM contamination affects the cardiovascular
system and can cause fatal illnesses such as cardiovascular diseases, erratic heartbeat, and
worsening asthma [8–10].

The estimation of future air pollution is an important task because it can be used to
manage risk. The Artificial Neural Network (ANN) is the most frequently used among
many data-driven applications and is a modern method and an effective paradigm for
predicting and forecasting variables in the management of contamination risk due to
intrinsic contaminant source uncertainties using quality data [11,12]. ANNs were inspired
by the human brain’s biochemical neural networks. McCulloch and Pitts in (1943) [13]
initially developed a mathematically dependent model and referred to it as a threshold
logic computing model for neural networks [14–19].

The neurons are important in the neural network’s operating condition, they are very
connected and share signals with one another, whether it is a neuron or node. Every layer
consists of one or more simple elements called neurons. As the input data are transferred to
the input layer, they bind with the weight and are nonlinearized by the activation function;
the process of being sent to the next neuron is replicated before the final outcome is
achieved. Each new neuron consists of one weight and one activation function [20,21]. The
connectivity of neurons is handled by utilizing established inputs and outputs and is seen in
an organized way in the ANN. The training phase is represented as a trial-and-error process
to select the number of neurons [22,23]. The intensity of these interconnections is adapted
to the known pattern using an error convergence technique. In this article, a cascade neural
network procedure based on the genetic algorithm is developed for space–time forecasting
data. This article is organized as follows: In Section 2, we review the training using the
cascade neural network and employ a genetic algorithm. The performance is examined
in Section 3 via simulation studies and analysis of four benchmark real datasets of air
pollution data. Finally, Section 4 presents our conclusions.

2. Methods

2.1. Cascade Neural Network

The neural network’s environment is uncertain. It is presumed that the teacher and
the neural network are linked to an environmental testing vector, as an example. Because of
the integrated experience, the teacher is capable of responding to this training vector in the
algorithm. In fact, the appropriate outcome is the optimal response of the neural network.
The key property of a neural network is the network’s capacity to improve performance
by learning from its experience [24]. Based on how well the neural networks operate,
the networks are divided into supervised learning networks and unsupervised learning
networks, otherwise termed teacher learning and teacher-free learning. Structurally, we
may think of the teacher as having information about the environment, portrayed by a
variety of samples of input and output [25,26].
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The network parameters are managed according to the cumulative effect of the training
vector, mostly with error signals. Meanwhile, each error signal should be specified as the
gap between the requested response and the network’s actual response. This modification
is made step by step in order to rapidly mimic the teacher in the neural network, with the
emulation in any mathematical context assumed to be ideal. This transfers awareness of the
teacher’s setting to the neural network as thoroughly as possible by preparation [27]. If this
is achieved, then we can dispense with the teacher and encourage the neural network to
deal entirely with the environment. Throughout the supervised NN model, input vectors
and suitable target vectors are used to update the parameters; before a function can be
approximated, input features should be tied to specific output vectors and the information
that can be processed should be properly identified [28,29].

The most famous and typical algorithm for neural network training is the context of
an error, the main principle of which is that an error in the hidden neurons is calculated
by propagation of the error in the output layer neurons. The traditional backpropagation
algorithm uses two input and learning processes. Vectors or patterns are displayed in the
input layer in feedforward operation, and each neuron throughout the hidden layer is
measured in the activation with one neuron netj. The input vector dot product including
neuron weight in the hidden layer is represented in Equation (1):

netj =
Ni

∑
i=1

xiwI−H
ij + bij =

Ni

∑
i=0

xiwI−H
ij (1)

where Ni is the input vector dimension, and i and j are neuron indices in the layer input
and in the hidden layer, respectively. The weight value between the input vectors and
neurons in the hidden layer is wI−H

ij . The weight value of bias in the hidden layer is bij and

is usually assumed to be bij = wI−0
0j , x0 = 1. By substituting netj into activation function

ϕ1, θj is calculated. In the activation of a single neuron, each neuron in the output layer
computes netk, which is the dot product of θj and the neuron weight in the output layer,
represented in Equations (2) and (3).

θj = ϕ1
(
netj

)
(2)

netk =
NH

∑
j=1

θjwH−0
jk (3)

In line with this, NH is the number of neurons in the hidden layer and k is the index
of a neuron in the output layer. The weight value of neurons between the hidden layer
and output layer is described as wH−0

jk . We can substitute netk into activation function ϕ2

to output yk, represented in Equation (4).

yk = ϕ2(netk) (4)

yk = ϕ2

(
NH

∑
j=1

θjwH−0
jk

)
(5)

yk = ϕ2

(
NH

∑
j=0

wH−0
jk

(
Ni

∑
i=0

xjwI−H
ij

))
(6)
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Regarding Equations (4) and (5), the entire collection of weights is updated to ensure
that yk is near the target output value of tk by propagating the Er error of the output
layer neurons throughout the learning phase. Although a variety of output functions
are available to evaluate the error, the squared error is commonly used, represented in
Equation (7).

Er =
N0

∑
k=1

(tk − yk)
2 (7)

2.2. Genetic Algorithm

Biological variation and its basic processes were clarified by Darwin’s (2002) evolu-
tionary theory [30]. Natural selection is fundamental to what is often referred to as the
macroscopic understanding of evolution. In an environment where only a finite number
of humans will survive, and given the basic tendency of people to multiply, selection is
necessary if people do not have an accelerated population [31,32]. This evolution favors
people who bid more successfully for the given resources. In other words, they are better
suited or adapted to the climate, recognized as global best survival [33].

Selection on the basis of competition is one of the two pillars of the mechanism of
evolution. The other main influence comes as a function of phenotypical differences in
the populations. The phenotype is an individual’s physical and behavioral characteristics
that assess their fitness in terms of their exposure to the surrounding environment. That
individual represents a specific combination of environmental assessment phenotypic
characteristics. These characteristics are inherited by the offspring of the individual if
evaluated with favor; otherwise, the offspring is discarded. Charles Darwin’s insight was
that slight, spontaneous phenotype changes occur across ages [34–36].

New combinations of phenotype arise and are assessed by these mutations. That is the
fundamental basis of the genetic algorithm: With a population of individuals, constraints
on the environment lead to natural selection and survival of the population via roulette
wheel selection, which results in an increase in the fitness of the population. A random
collection of candidates can be generated [37]. Depending on this fitness, many of the best
candidates are selected for the next generation using conjugation to seed the performance
as an abstract fitness metric [38]. Cross-over and mutation give rise to a number of new
offspring that fight for a position in the next generation on the basis of their fitness with
old members of the population, before an organism of adequate efficiency is identified and
until a previously determined computational threshold is exceeded [39,40]. In line with
this, Algorithm 1 shows the scheme of the genetic algorithm. The scheme coincides with
the generate-and-test algorithm type. The fitness function constitutes a heuristic estimate
of an optimal solution, and the cross-over, mutation, and selection operators guide the
search algorithm. The genetic algorithm has many characteristics that can support in the
generating and testing of parents.

Algorithm 1. Scheme of the GA

1: INITIALIZE population and EVALUATE
2: while termination condition is not satisfied do

3: SELECT parents
4: CROSSOVER pairs of parents
5: MUTATE the resulting offspring
6: EVALUATE new candidates
7: REPLACE individuals for the next generation
8: end while
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2.3. Cascade Neural Network Genetic Algorithm

Backpropagation training algorithms based on other traditional optimization methods,
such as the conjugating gradient and Newton process, have different variants. This same
gradient descent approximation, the easiest and among the slowest, usually speeds up
the conjugate gradient algorithm, as well as Newton’s method [41,42]. We used genetic
algorithms through this study. Each neuron weight between the hidden layer and the
output layer should be updated, and the weight of the neurons here between the input and
the hidden layer was adjusted [43]. The weight change between some of the hidden and
output layers of the neuron is specified in Equation (8) with activation function ϕ(x) = 1

x .

∂Er

∂wH−0
jk

=
∂Er

∂netk
· ∂netk

∂wH−0
jk

∂Er

∂wH−0
jk

= −(tk − yk)·ϕ2(netk)·θj (8)

The weight value of neurons was updated between the input and hidden layer as
represented in Equation (9).

∂Er

∂wI−H
jk

=
∂Er

∂θj
· ∂θj

∂netk
· ∂netk

∂wI−H
jk

∂Er

∂wI−H
jk

=

[
1
2

N0

∑
k=1

(tk − yk)
2

]
· ∂θj

∂netk
· ∂netk

∂wI−H
jk

∂Er

∂wI−H
jk

=

[
(tk − yk)

2·∂yk
∂θj

]
· ∂θj

∂netk
· ∂netk

∂wI−H
jk

∂Er

∂wI−H
jk

=

[
(tk − yk)

2· ∂yk
∂netk

∂netk
∂θj

]
· ∂θj

∂netj
· ∂netj

∂wI−H
ij

∂Er

∂wI−H
jk

= −
N0

∑
k=1

[
(tk − yk)·ϕ2(netk)·wH−0

jk

]
·ϕ1

(
netj

)·xi (9)

With backpropagation, the input data are repeatedly presented to the neural network.
With each presentation, the output of the neural network is compared to the desired
output, and the error is computed. This error is then backpropagated through the neural
network and used to adjust the weights such that the error decreases with each iteration;
the neural network thus gets closer and closer to producing the desired output, represented
in Equation (10).

w(h + 1) = w(h) + Δw(h) (10)

Algorithm 2 shows the function cascade neural network. However, the context
backpropagation of each input datum is continuously shown to the neural network, with
every representation comparing the output of the neural network to the requested output
and computing the error; these errors provide context to the neural network and are used
to update the weights to reduce its error for each iteration, as well as the genetic algorithm,
allowing new generation of the neural network.
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Algorithm 2. Function Cascade Neural Network

1: input nh, m, o
2: set k = 0
3: calculate Cascade Weighted

4:

k = 0;
for i = 1:nh
for j = 1:m
k = k + 1;
Wi1(i,j) = W(k);
end

end

5: calculate weighted input and output

6:

for i = 1:o
for j = 1:m
k = k + 1;
Wi2(i,j) = W(k);
end

end

7: calculate weighted Bias Input

8:

for i = 1:nh
k = k + 1;
Wbi(i,1) = W(k);
end

9: calculate weighted output

10:

for i = 1:o
for j = 1:nh
k = k + 1;
Wo(i,j) = W(k);
end

end

11: calculate weighted Bias Output

12:

for i = 1:o
k = k + 1;
Wbo(i,1) = W(k);
end

3. Simulation and Results

3.1. Construction of VAR-Cascade

There exist few guidelines for building a neural network model for time series. One of
them considers time series as a nonlinear function of several past observations and random
errors. Since air pollution data are known to be nonlinear time series data, we selected this
method as a benchmark for forecasting. Equation (11) represents the time series models:

yt = f [(zt−1, zt−2, . . . , zt−m), (et−1, et−2, . . . , et−n)] (11)

where f is a nonlinear function determined by the neural network, zt = (1 − B)d yt, and d
represents the order difference. Also, the residuals at time t are defined as et, and m and n
are integers. Equation (12) shows that, initially, the VAR model is fitted in order to generate
the residuals et. A neural network is then used to model the nonlinear and linear relations
in excess and the original results [22,44,45].

zt = w0 +
Q

∑
j=1

wj·g
(

w0j +
p

∑
i=1

wij·zt−i +
p+q

∑
i=p+1

wij·et+p−i

)
+ εt (12)
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Here, wij(i = 0, 1, 2, . . . , p + q, j = 1, 2, . . . , Q) and wj(j = 0, 1, 2, 3, . . . , Q) are connection
weights and p, q, Q are integers that should be determined in the design process of the
cascade neural network. The values of p and q are determined by the underlying properties
of the data. If the data are just nonlinear, they only consist of nonlinear structures; then, q
can be 0 since the Box–Jenkins method is a linear model that cannot simulate nonlinear
interaction. Suboptimal methods may be used in a hybrid model, but suboptimality does
not change the functional characteristics of the hybrid approach [17,46–48].

The interpretation of time series requires quantification of the vector dynamic response
with time shifts. The main feature of this method is to forecast potential values using recent
qualities of a variable, often referred to as lagged values [49]. Commonly, the latest values
influence the estimation of a potential value most strongly [50,51]. A single scalar variable
is frequently expressed in series data evaluation of a self-regression where future values
are estimated based on the weighted total of pre-set lagged values. This variable relies
on its own previous values as well as the previous values for many other variables in the
much more specific multivariate case [52–54].

3.2. Study Area

The study areas were Taipei, Hsinchu, Taichung, and Kaohsiung city, with pollution
data consisting of nitrogen oxide (NOx), atmospheric PM2.5, atmospheric PM10, and sulfur
dioxide (SO2) levels. Furthermore, the locations of these areas were as established by
the Taiwan Environmental Protection Administration Executive Yuan. Table 1 shows
statistical summaries of the amounts of air pollution at the four studied locations. The
findings typically demonstrate that Taichung has higher concentrations of PM10, PM2.5,
and NOX, but in Kaohsiung, SO2 is the greatest pollutant. Figure 1 shows an overview of
the genetic algorithm’s training and evaluation phases. Because each type of air pollutant
has a different distribution, we trained the same models for each dataset using the same
model architecture.

Table 1. Descriptive statistics.

Pollution Location N Mean
SE

Mean
StDev Variance Minimum Q1 Median Q3 Maximum Range

PM10

TAICHUNG 3632 50.642 0.419 24.949 622.476 5 32 45.5 65 173 168

TAIPEI 3632 21.244 0.208 12.412 154.052 1 12 19 27 100 99

HSINCHU 3632 22.46 0.219 13.135 172.521 1 13 19 29 103 102

KAOHSIUNG 3632 31.719 0.31 18.477 341.414 1 17 29 44 123 122

SO2

TAICHUNG 3632 2.8706 0.017 1.0208 1.042 0 2.2 2.7 3.4 9.3 9.3

TAIPEI 3632 2.9835 0.0263 1.5742 2.4781 0.4 1.9 2.6 3.7 16.2 15.8

HSINCHU 3632 2.6778 0.0186 1.1125 1.2377 0.1 1.9 2.5 3.2 13.2 13.1

KAOHSIUNG 3632 5.3129 0.0515 3.0833 9.5066 0 3.3 4.5 6.4 33.8 33.8

PM2.5

TAICHUNG 3632 26.623 0.264 15.66 245.244 1 15 23 35 106 105

TAIPEI 3632 23.635 0.203 12.161 147.892 3.97 15.107 20.84 29.023 109.83 105.86

HSINCHU 3632 18.179 0.13 7.763 60.265 0.63 13.04 16.34 21.102 76.72 76.09

KAOHSIUNG 3632 23.854 0.163 9.747 95.014 5.27 16.49 21.495 29.697 68.96 63.69

NOX

TAICHUNG 3632 22.944 0.171 10.26 105.269 4.35 15.23 20.57 28.63 81.43 77.08

TAIPEI 3632 6.196 0.106 6.315 39.874 0.09 1.85 4.15 8.28 65.14 65.05

HSINCHU 3632 3.2786 0.0546 3.2643 10.6559 0 1.52 2.3 3.79 45.65 45.65
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Figure 1. An overview of the genetic algorithm training and evaluation phases.

Samples for training were split in two, and alternating training and assessment were
done in the first half of the samples. After this part was complete, the other half was used
for forest training. Again, the first half was divided into smaller sections called stages. We
perform simulations for ratios of 90:10, 80:20, 70:30, 60:40, and 50:50. In the training process,
the training samples from the stepper were conditioned for all chromosomes, including
new chromosomes of the previous level. Before the formation of the new chromosomes,
all forests were educated in parallel. After all forests were qualified in the training part,
genetic operators were used in the assessment part to calculate fitness values to operate
in the genetic pool. This algorithm altered the substitute operator location to first and
functioned only when a new chromosome was generated at the previous point.

3.3. Air Pollution Forecasting Using VAR-Cascade-GA

Poor air quality in Taiwan has mostly been identified as being a result of house-
hold burning, largely the source of greenhouse gas emissions. Taiwan’s geography was
observed to be a primary contributor towards its environmental problems, resulting in
poor absorption and pollutant locking. Taipei, Taiwan’s capital and most populous city,
is surrounded by mountains, and advanced manufacturing offices all along the western
and northern coastlines of Taiwan were also built near mountain ranges. In Section 3, we
already discussed the construction step and simulation studies. Furthermore, during the
construction stage of input, we employed the VAR pollution space–time dataset including
Taichung (Y1), Taipei (Y2), Hsinchu (Y3), and Kaohsiung (Y4) in Taiwan.

Figure 2 shows that five hidden layers were used to create the model, and the ratio
used was calculated by assessing the error values of the testing results shown in Table 2.
During training and testing, PM2.5 is represented in Figure 3, PM10 is represented in
Figure 4, NOX is represented in Figure 5, and SO2 is represented in Figure 6. In this context,
the cascade neural network genetic algorithm model can be used to study nonlinear and
nonstationary data on air pollution. The metrics used to evaluate the test set’s result were
the root-mean-squared error (RMSE), mean absolute error (MAE), and symmetry mean
absolute percentage (sMAPE) between the actual air pollution values and the predicted
values. These are metrics that are commonly used in regression problems like our air
pollution prediction. If all the metric values are smaller, then the model’s performance is
better [25].

38



Symmetry 2021, 13, 1158

Figure 2. Space–time Cascade Neural Network with genetic algorithm, adopted by [22,36].

Table 2. Model comparison based on pollution.

Pollution Portion
Training Testing Average

Elapsed
TimeRMSE MAE SMAPE RMSE MAE SMAPE RMSE MAE SMAPE

PM2.5

50:50

9.84 6.89 3.91 7.89 5.70 3.83 8.87 6.30 3.87 76.42

PM10 13.53 9.57 3.84 11.37 8.05 3.86 12.45 8.81 3.85 71.86

NOX 5.53 3.55 6.94 4.37 2.73 6.95 4.95 3.14 6.95 74.23

SO2 1.72 1.18 3.60 1.15 0.80 3.61 1.44 0.99 3.61 75.51

PM2.5

60:40

9.86 6.88 3.89 7.41 5.42 3.57 8.63 6.15 3.73 76.56

PM10 13.49 9.54 3.76 10.67 7.57 3.56 12.08 8.55 3.66 75.24

NOX 6.48 3.48 6.93 4.10 2.65 6.24 5.29 3.06 6.59 73.15

SO2 1.65 1.13 3.48 1.07 0.80 3.43 1.36 0.97 3.46 76.13

PM2.5

70:30

9.43 6.62 3.83 7.13 5.27 3.50 8.28 5.95 3.67 71.13

PM10 13.30 9.29 3.74 10.09 7.13 3.74 11.70 8.21 3.74 77.87

NOX 5.31 3.36 6.98 4.01 2.54 7.12 4.66 2.95 7.05 74.41

SO2 1.60 1.09 3.36 1.00 0.77 3.41 1.30 0.93 3.38 80.90

PM2.5

80:20

9.25 6.46 3.81 6.83 4.99 3.50 8.04 5.73 3.65 74.25

PM10 13.10 9.07 3.74 9.19 6.56 4.13 11.14 7.82 3.93 74.25

NOX 5.25 3.29 7.11 3.79 2.49 6.68 4.52 2.89 6.90 72.37

SO2 1.54 1.05 3.42 0.92 0.70 3.36 1.23 0.88 3.39 80.24

PM2.5

90:10 *

9.03 6.34 3.77 6.78 4.94 3.47 7.90 5.64 3.62 83.83

PM10 12.77 8.85 3.77 8.02 5.93 4.09 10.40 7.39 3.93 75.00

NOX 5.11 3.20 6.90 3.70 2.43 6.53 4.40 2.81 6.72 80.47

SO2 1.48 1.10 3.37 0.80 0.62 2.77 1.14 0.86 3.07 71.71

Noted: Best simulation with low error (*) and yellow highlight represent the lowest value of each information pollution, accuracy
measurement, and elapsed time.
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Figure 3. PM2.5 data training of the CFNN using a genetic algorithm and backpropagation.

In the results, the cascade neural network genetic algorithm with ratio 90:10 provided
lower RMSE, MAE, and sMAPE values for all variables. The optimum number of hidden
neurons showing good performance in the test and validation results could then be selected.
Using this model, a prediction of future air pollution was performed. In this study area,
the air pollution levels in these four cities in Taiwan influence each other. However, the
accuracy of prediction was not improved when we set the training and testing ratio to
80:20, 70:30, 60:40, or 50:50 in the same section. There are several training algorithms, such
as backpropagation, Conjugate Gradient Powell–Beale (CGB), Broyden–Fletcher–Goldfarb
(BFG), Levenberg–Marquardt (LM), and Scaled Conjugate Gradient (SCG). The rate of
change in the error with respect to the connection weight including the error gradient is
used as a path for training.
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Figure 4. PM10 data training of the CFNN using a genetic algorithm and backpropagation.

In order to measure the stage size to optimize performance, we used backpropagation
and conducted a search along the conjugate or orthogonal path. Appropriately, we proved
that this was the easiest way to train moderate feedback networks. That being said, some
matrix multiplication is included in the processing for such issues as air pollution over
time. The network is very wide in this research, so using backpropagation is a good way.
When overfitting occurs, the transferability of the potential is significantly decreased. To
suppress overfitting, methods such as so-called regularization are often used. L1 (L2)
regularization adds the sum of the absolute (square) values of weights to the loss function,
as in Equations (13) and (14), where Γ is the loss function and wi

jk indicates the weights in
the network. In addition, α is the scaling factor for the summation. NH denotes the number
of layers and Ni denotes the number of nodes in the ith layer.

ΓL1 = Γ + α
NH−1

∑
i=1

Ni

∑
j=1

Ni+1

∑
k=1

∣∣∣wi
jk

∣∣∣ (13)
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ΓL2 = Γ + α
NH−1

∑
i=1

Ni

∑
j=1

Ni+1

∑
k=1

(wi
jk)

2
(14)

 

Figure 5. NOx data training of the CFNN using a genetic algorithm and backpropagation.

3.4. Does the Activation Function Provide High Accuracy and Speed Up the Time Lapse?

Linear regression models work well throughout short-term predictions based on daily
or weekly measurements in time series forecasting, but they cannot tackle nonlinearity in
showing variables properly, not even for long-term predictions from seasonal or annual
data series. Various machine learning methodologies have been introduced and used to
simulate problems and provide predictions in environmental research, as machine efficiency
has been evolving rapidly in the last decade. Despite its prominence and outstanding
data accuracy, critical issues in the Artificial Neural Network are its propensity to overfit
training data and inconsistency for short histories of training data. Several strategies for
more effective and efficient preparation of NNs have been recommended. However, these
are not simple and also have markedly poor accuracy.
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Figure 6. SO2 data training of the CFNN using a genetic algorithm and backpropagation.

After the training and testing comparisons already discussed in Section 3.3, we con-
sidered proving the performance of the hybrid cascade neural network genetic algorithm
when using other activation functions. Computational capabilities are increasing in the era
of big data, high-performance computing, parallel processing, and cloud computing. In
line with this, we address whether the activation function can improve accuracy and speed
up the time lapse. Throughout the last decades, the machine learning domain, a branch
of artificial intelligence, has gained popularity, and researchers in the area have led it to
expand through various areas of human life. Machine learning is a part of research that
employs statistics and computer science concepts to develop mathematical models used to
execute large tasks such as estimation and inference [55]. These frameworks are collections
of mathematical interactions between the system’s inputs and outputs. A learning process
entails predicting the model parameters so that the task can be executed effectively. To
improve accuracy, researchers have conducted simulated comparisons using various acti-
vation functions. The most popular activation functions are SoftMax, tanh, ReLU, Leaky
ReLU, sigmoid, and logsig [56–59].
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As asserted, the activation function can be defined and applied to an ANN to assist
the network in understanding various systems in data. Although contrasted to a neuron-
based design seen in human brains, an activation function is essentially responsible for
determining what neuron to trigger immediately [60]. Inside an ANN, the activation
function is doing the same thing. All of this receives a prior nerve cell output signal
and transforms it into a format which can be used as feedback to yet another cell. In
this simulation, we used logsig in Equation (15), radbas in Equation (16), SoftMax in
Equation (17), and tribas in Equation (18).

zj =
1

1 + exp
(−Xj

) (15)

z(x) =
N

∑
i=1

wi ϕ(‖x − xi‖) (16)

σ(
→
z )i =

ezi

∑K
j=1 ezj

(17)

tri(x) = Λ(x) def
= max(1 − |x|, 0) (18)

Table 3 shows that the best activation function for PM10 was logsig, that for PM2.5 was
SoftMax, that for NOx was radbas, and that for SO2 was tribas. The SoftMax activation
function provided a shorter time lapse than other activation functions.

Table 3. Combining activation functions with the Cascade Neural Network.

Pollution Activation
Function

Training Testing Average
Elapsed

TimeRMSE MAE SMAPE RMSE MAE SMAPE RMSE MAE SMAPE

PM2.5

logsig

9.02 6.30 3.77 6.77 4.94 3.54 7.90 5.62 3.66 78.03

PM10 12.79 8.86 3.71 8.12 6.02 4.05 10.46 7.44 3.88 75.48

NOX 5.04 3.15 6.84 3.79 2.43 6.62 4.42 2.79 6.73 72.43

SO2 1.48 1.01 3.35 0.82 0.63 3.00 1.15 0.82 3.18 76.59

PM2.5

radbas

9.06 6.37 3.80 6.80 5.00 3.51 7.93 5.69 3.66 80.97

PM10 12.79 8.85 3.79 8.11 6.03 4.19 10.45 7.44 3.99 74.77

NOX 5.09 3.16 6.83 3.75 2.40 6.19 4.42 2.78 6.51 82.35

SO2 1.49 1.01 3.36 0.83 0.64 2.93 1.16 0.83 3.15 73.33

PM2.5

SoftMax

9.07 6.35 3.78 6.70 4.91 3.46 7.89 5.63 3.62 75.47

PM10 12.81 8.90 3.75 8.13 6.04 4.24 10.47 7.47 3.99 74.70

NOX 5.11 3.19 7.12 3.64 2.35 6.23 4.38 2.77 6.67 72.11

SO2 1.48 1.01 3.42 0.84 0.66 3.12 1.16 0.84 3.27 77.53

PM2.5

tribas

9.03 6.34 3.80 6.81 4.97 3.52 7.92 5.66 3.66 93.20

PM10 12.81 8.90 3.75 8.13 6.04 4.24 10.47 7.47 3.99 74.70

NOX 5.13 3.21 6.98 3.68 2.37 6.53 4.41 2.79 6.75 72.29

SO2 1.49 1.01 3.36 0.84 0.65 2.94 1.16 0.83 3.15 80.35

Noted: Yellow highlight represent the lowest value of each information pollution, accuracy measurement, and elapsed time.

The cascade feed forward neural network model differs only when determining the
input variables. During the simulation, we constructed the input by vector autoregression.
Then, we considered the input as the lag variable of each predicted variable, in this case,
the air pollution data at the four locations of Taichung, Taipei, Hsinchu, and Kaohsiung.
Then, in the CFNN model for the four locations, neurons were compiled in the layer and
the signal from the input to the first input layer, then to the second layer (hidden layer), and
finally to the output layer. The general equation for forecasting pollution data in the four
locations, represented in Equation (19), was used for prediction purposes in these study
areas. Meanwhile, Equation (20) shows four input neurons Yt−1 (lag 1) and five neurons
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in hidden layer of Zt. To perform the forecasting, we used Equation (21) for NOx with
the radial basis activation function, Equation (22) for PM2.5 with the SoftMax activation
function, Equation (20) for PM10 with the logsig activation function, and Equation (23) for
SO2 with the tribas activation function. We provide the results of forecasting in Figure 7 for
the next 30 steps. The results show Taichung constantly leading with the highest pollutant
score compared to other cities in Taiwan.

Ŷt = ψ2

⎧⎨⎩[wb0 w0 wi2]

⎡⎣ 1
Zt

Yt−1

⎤⎦⎫⎬⎭
Zt = ψ2

([
wbi wi1

] [ 1
Yt−1

]) (19)

Figure 7. Forecasting all pollution datasets using the CFNN with a genetic algorithm and backpropagation.

Cascade Neural Network Genetic Algorithm for NOx using the radial basis activation
function:

Ŷt =

⎡⎢⎢⎣
−0.1244 −0.0992 0.01054 −7.4544 0.2238 −6.9588 0.5603 0.0444 −0.0689 0.0770
−0.2483 0.0359 −0.0665 −6.6298 1.0709 −1.7180 0.0655 0.2562 0.3422 0.0572
−0.4328 0.0253 −0.0226 4.9796 0.8715 5.0640 0.1253 0.0189 0.3570 0.0742
−0.2772 0.0015 0.1201 −4.45319 −0.1428 4.9089 0.1066 0.0465 −0.0148 0.5544

⎤⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
Z1
Z2
Z3
Z4
Z5

Y1,t−1
Y2,t−1
Y3,t−1
Y4,t−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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Zt = radbas

⎡⎢⎢⎢⎢⎣
5.0776 6.4191 0.0893 0.7930 −0.2450
0.8287 4.8674 −2.4160 −3.1740 −0.7644
−6.9722 −4.2852 9.1216 −3.0205 8.5264
−9.6954 −12.9182 5.3748 18.2621 −5.5156
7.7948 2.5076 2.6535 −9.1934 −9.4768

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

1
Y1,t−1
Y2,t−1
Y3,t−1
Y4,t−1

⎤⎥⎥⎥⎥⎦ (20)

Cascade Neural Network Genetic Algorithm for PM2.5 using the SoftMax activation
function:

⎡⎢⎢⎣
0.9653 −1.0657 3.2999 −2.4456 −0.7936 −1.1990 0.7359 0.0491 −0.0690 0.1124
1.2965 −1.5045 2.3489 2.0493 −1.9046 −1.6001 0.0225 0.2826 0.3253 0.0500
6.0285 −6.1880 0.3716 2.3998 −6.8009 −6.3181 0.1929 −0.0279 0.4639 0.1170
0.9319 −0.9456 10.3730 3.4200 −1.1032 −0.9099 0.0890 0.0227 0.0463 0.7191

⎤⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
Z1
Z2
Z3
Z4
Z5

Y1,t−1
Y2,t−1
Y3,t−1
Y4,t−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Zt = so f tmax

⎡⎢⎢⎢⎢⎣
6.2714 −7.3511 −7.8139 −1.9507 4.3787
−5.6864 −7.7599 −8.3507 −2.9367 −2.3266
−6.4463 −6.6875 5.0926 1.5264 −1.1062
−5.0961 −3.3109 5.3424 6.5753 −3.4388
3.6740 −2.6485 −6.2284 −6.7208 4.4362

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

1
Y1,t−1
Y2,t−1
Y3,t−1
Y4,t−1

⎤⎥⎥⎥⎥⎦ (21)

Cascade Neural Network Genetic Algorithm for PM10 using the logsig activation
function:

Ŷt =

⎡⎢⎢⎣
4.7332 −0.0171 −4.7892 −0.0294 −0.0499 −0.0380 0.5673 0.0698 0.0402 0.0720
−4.7021 0.0480 4.5307 −0.0609 0.0313 −0.1244 0.1252 0.3677 0.1878 0.0614
2.2770 0.0263 −2.4010 −0.0006 −0.0102 0.0014 0.2351 −0.0648 0.5960 0.0696
1.5241 −0.0534 −1.4885 0.0533 −0.1240 0.1097 0.1118 0.1017 0.1786 0.5507

⎤⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
Z1
Z2
Z3
Z4
Z5

Y1,t−1
Y2,t−1
Y3,t−1
Y4,t−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Zt = logsig

⎡⎢⎢⎢⎢⎣
−7.6484 −5.6012 5.5769 0.2050 −7.1292
9.0472 −2.0909 −7.4709 4.9145 −5.3312
−4.1385 −9.9840 −3.4291 6.0077 2.4277
−1.5068 −4.0147 3.5676 5.6306 −9.0051
−5.6488 5.5027 6.1290 7.2003 6.3822

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

1
Y1,t−1
Y2,t−1
Y3,t−1
Y4,t−1

⎤⎥⎥⎥⎥⎦ (22)

Cascade Neural Network Genetic Algorithm for SO10 using the tribas activation
function:
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Ŷt =

⎡⎢⎢⎣
−0.1116 5.1674 −0.0036 −0.0166 −3.4727 −0.2061 0.4570 0.0222 0.0743 0.0524
−0.2789 −1.0341 −0.0087 −0.0114 7.8267 0.1241 0.0817 0.3550 0.1215 0.0309
−0.8104 −7.8058 −0.0085 0.0234 5.2240 0.0292 0.1364 0.0647 0.4179 0.1027
−0.1772 6.5887 −0.0242 −0.0490 6.7444 0.0271 0.0246 0.0067 0.0693 0.6512

⎤⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
Z1
Z2
Z3
Z4
Z5

Y1,t−1
Y2,t−1
Y3,t−1
Y4,t−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Zt = tribas

⎡⎢⎢⎢⎢⎣
7.3483 −2.1911 −8.1641 0.4300 −3.6214
−1.5728 −2.5029 −10.1020 0.5066 7.0828
−5.3810 −9.9016 7.7806 −2.1473 5.0866
−1.1201 10.2142 6.6401 6.7203 4.0480
−2.9485 8.1185 7.2550 8.2102 −8.3387

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

1
Y1,t−1
Y2,t−1
Y3,t−1
Y4,t−1

⎤⎥⎥⎥⎥⎦ (23)

4. Conclusions

In this paper, we first presented a full review of a cascade neural network with a genetic
algorithm as applied to space–time forecasting. Experimental results on an air pollution
dataset showed that our hybrid methods provide high accuracy as proved by the RMSE,
MAE, and sMAPE values. Attributable to its rapid urbanization and industrialization over
the last decades, Taiwan faces serious environmental issues, including air pollution. In
order to resolve air quality issues, the government has taken several countermeasures. The
attempt to eliminate SO2 and overall suspended particulate matter was very effective when
ever-increasing cars threatened city atmospheres with NOx and particulates. A space–time
air pollution analysis over the last 10 years using the monitoring data clearly showed
that with urban planning and countermeasure policies, air quality has improved. The
analysis should be used to make future policy decisions. Air pollution temporal features
were examined herein for Taiwan. The pattern from pollutants to particulates differs in
air quality for each location. In a nutshell, the PM, SO2, and NOx levels have drastically
increased. Future research should examine using VAR-SARIMA, VAR-ARCH, and other
traditional time series as input.

Author Contributions: Conceptualization, R.E.C., H.Y.; methodology, R.E.C., H.Y.; software, R.E.C.,
H.Y.; validation, R.E.C., H.Y.; formal analysis, R.E.C., H.Y.; investigation, R.E.C., H.Y.; resources,
R.E.C., H.Y.; Writing—original draft, R.E.C., H.Y.; writing—review and editing, R.E.C., H.Y.; visu-
alization, R.E.C., H.Y.; supervision, R.E.C., H.Y., R.-C.C., M.B.; project administration, R.E.C., H.Y.,
R.-C.C., N.E.G., B.D.S., T.T., M.B., P.U.G., B.P.; funding acquisition, R.E.C., R.-C.C., T.T., M.B. All
authors have read and agreed to the published version of the manuscript.

Funding: This research fully supported by Faculty of Business and Economics, University of Indone-
sia. This research is part of Ministry of Science and Technology, Taiwan [MOST-109-2622-E-324-004].
This research is part of Chaoyang University of Technology and the Higher Education Sprout Project,
Ministry of Education (MOE), Taiwan, under the project name: “The R&D and the cultivation of
talent for health-enhancement products”. This research is fully supported by the Directorate General
of Research and Community Service, the Ministry of Research, and Technology/National Agency for
Research and Innovation of the Republic of Indonesia through World-Class Research Program 2021.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Supplementary code to this article can be found online at https://
github.com/Rezzy94/cascadenn (accessed on 1 May 2021). The copyright of this programming was
officially registered on May 31, 2021, by the Directorate General of Intellectual Property—Ministry of
Law and Human Rights, the Republic of Indonesia, with the registration number [EC00202125523]

47



Symmetry 2021, 13, 1158

and [000252427], valid for 50 (fifty) years from the first announcement of the work. This copyright
registration letter or related rights products are in accordance with article 72 of law number 28 of
2014 concerning copyright.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations
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with a diameter of 2.5 μm, PM10: fine particulate matter 10 micrometers or less in diameter,
SO2: sulfur dioxide, NOx: nitrogen dioxide, BP: backpropagation.
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Abstract: The probability of the basic HHO algorithm in choosing different search methods is
symmetric: about 0.5 in the interval from 0 to 1. The optimal solution from the previous iteration of
the algorithm affects the current solution, the search for prey in a linear way led to a single search
result, and the overall number of updates of the optimal position was low. These factors limit Harris
Hawks optimization algorithm. For example, an ease of falling into a local optimum and the efficiency
of convergence is low. Inspired by the prey hunting behavior of Harris’s hawk, a multi-strategy
search Harris Hawks optimization algorithm is proposed, and the least squares support vector
machine (LSSVM) optimized by the proposed algorithm was used to model the reactive power
output of the synchronous condenser. Firstly, we select the best Gauss chaotic mapping method from
seven commonly used chaotic mapping population initialization methods to improve the accuracy.
Secondly, the optimal neighborhood perturbation mechanism is introduced to avoid premature
maturity of the algorithm. Simultaneously, the adaptive weight and variable spiral search strategy
are designed to simulate the prey hunting behavior of Harris hawk to improve the convergence
speed of the improved algorithm and enhance the global search ability of the improved algorithm.
A numerical experiment is tested with the classical 23 test functions and the CEC2017 test function
set. The results show that the proposed algorithm outperforms the Harris Hawks optimization
algorithm and other intelligent optimization algorithms in terms of convergence speed, solution
accuracy and robustness, and the model of synchronous condenser reactive power output established
by the improved algorithm optimized LSSVM has good accuracy and generalization ability.

Keywords: Harris Hawks optimization algorithm; chaotic mapping; multi-strategy strategy; least
squares support vector machine; synchronous condenser

1. Introduction

Along with the significant increase in the processing power of computer hardware and
software, a large number of excellent meta-heuristics were created in the intelligent com-
puting field [1–5]. Meta-heuristics are a large class of algorithms developed in contrast to
optimization and heuristics. Optimization algorithms are dedicated to finding the optimal
solution to a problem, but they are often difficult to implement due to the unresolvability
of the problem [6,7]. Heuristic algorithms are dedicated to customizing algorithms through
intuitive experience and problem information, but are often difficult to generalize due to
their specialized nature. Compared to these two algorithms, meta-heuristic algorithms
are more general and do not require deep adaptation to the problem, and although they
do not guarantee optimal solutions, they can generally obtain optimal solutions under
acceptable spatial and temporal conditions, although the degree of deviation from the
optimal solution is difficult to estimate [8–12].

Symmetry 2021, 13, 2364. https://doi.org/10.3390/sym13122364 https://www.mdpi.com/journal/symmetry51
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The main optimization strategies of meta-heuristic algorithms are summarized as
follows: (1) diversification of exploration in a wide range to ensure the global optimal
solution; and (2) intensification and exploitation in a local range to obtain an optimal
solution as close to the optimal solution as possible [13]. The main difference between
various meta-heuristic algorithms is how to strike a balance between the two. Almost
all meta-heuristic algorithms have the following characteristics: (1) they are inspired by
some phenomena in nature, such as simulated physics, biology, and biological behavior;
(2) they use stochastic strategies; (3) they do not use the gradient resolution information
of the objective function; and (4) they have several parameters that need to be adapted to
the problem, and (5) they have good parallel and autonomous exploration. Meta-heuristic
algorithms have been widely used in all aspects of social production and life. Many related
research papers are published every year in the fields of production scheduling [14,15],
engineering computing [16,17], management decision-making [18,19], machine learning
(ML) [20,21], system control [22], and many other disciplines.

P-meta-heuristics are categorized into four main groups [23,24]: (1) simulated physical
process algorithm, (2) evolutionary algorithm, (3) simulated swarm intelligence algorithm,
and (4) human behavior [25–27]. Algorithms for simulating physical processes include
simulated annealing (SA) [28], gravitational search algorithm [29] which simulates earth
gravity, artificial chemical reaction optimization algorithm [30], heat transfer search, which
simulates the heat transfer search process in thermodynamics [31], Gases Brownian motion
optimization, which simulates the phenomenon of Brownian motion in physics [32], Henry
gas solubility optimization, which simulates Henry gas solubility process [33]; and evolu-
tionary algorithm. In 1975, American professor Holland proposed the genetic algorithm
(GA) based on the Darwinian evolutionary theory and the mechanism of superiority and
inferiority in nature. GA [34], evolution strategies [35] and differential evolution [36],
genetic programming [37], and Biogeography-Based Optimizer [38]; simulated popula-
tion intelligence algorithms: the Artificial Bee Colony (ABC) algorithm [39] based on the
honey bee harvesting mechanisms, Firefly Algorithm based on the flickering behavior of
fireflies [40], Beetle Antennae Search algorithm based on the foraging principle of aspen
bark beetles [41], Grey Wolf Optimization (GWO) algorithm inspired by the hierarchy
and predatory behavior of gray wolf packs [42], and Virus Colony Search algorithm [43],
which is based on the proliferation and infection strategies of viruses to survive and repro-
duce in the cellular environment through host cells. Simulation of human behavior: Tabu
Search [44], Socio Evolution and Learning Optimization [45], Teaching Learning Based
Optimization [46], and Imperialist Competitive Algorithm [47].

Harris Hawks Optimization (HHO) [24] is a swarm intelligence optimization algo-
rithm proposed by Heidari et al. in 2019 to simulate the prey hunting process of Harris’s
hawks in nature. The algorithm was inspired by the three phases of Harris’s hawks’ preda-
tory behavior: search, search-exploitation conversion, and exploitation. The algorithm
has a simple principle, fewer parameters, and better global search capability. Therefore,
HHO has been applied in image segmentation [48], neural network training [49], motor
control [50] and other fields. However, similar to other swarm intelligence optimization
algorithms, HHO has the disadvantages of slow convergence speed, low optimization
accuracy, and easily falls into local optimum when solving complex optimization problems.
For example, the literature [51] used the information exchange mechanism to enhance
the population diversity, thus improving the convergence speed of the HHO algorithm
with information exchange (IEHHO) algorithm. The limitation of the IEHHO algorithm
is how to set the parameters of the proposed algorithm. Zhang et al. [52] introduced an
exponentially decreasing strategy to update the energy factor to increase the exploration
and exploitation capability obtained by the relatively higher values of escaping energy;
Elgamal et al. [53] made two improvements: (1) they applied chaotic mapping in the
initialization phase of HHO; and (2) they used the SA algorithm as the current best solution
to improve HHO exploitation; Shiming Song et al. [54] applied Gaussian mutation and a
dimension decision strategy of the cuckoo search method into this algorithm to increase
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the HHO’s performance. The mechanism of cuckoo search was useful in improving the
convergence speed of the search agents as well as sufficient excavation of the solutions in
the search area, while the Gaussian mutation strategy performed well in increasing the
accuracy and jumping of the local optimum.

However, according to the no free lunch theory [55], one meta-heuristics algorithm
cannot always perform as the best on all operations. The original HHO method could not
fully balance the exploration and exploitation phases, which resulted in insufficient global
search capability and slow convergence of the HHO method. To alleviate these adverse
effects, we propose an improved algorithm model called chaotic multi-strategy search
HHO (CSHHO), which introduces chaotic mapping and global search strategy, to solve
single-objective optimization problems efficiently.

Here, the initialization phase of HHO is replaced by chaotic mapping, which allows
the population initialization phase to be evenly distributed in the upper and lower bounds
to enhance the population diversity, simultaneously enabling the population to approach
the prey location faster, which accelerates the convergence speed of the algorithm. The
adaptive weights are added to the position update formula in the exploration phase of HHO
to dynamically adjust the influence of the global optimal solution. In the update phase
of the HHO, the optimal neighborhood perturbation strategy is introduced to prevent
the algorithm from falling into the local optimal solution and to solve the premature
aging phenomenon.

To verify the superior performance of the CSHHO algorithm, this experiment first
tests the effect of common chaotic mappings of the HHO algorithm’s performance. The
selected chaotic mappings are Sinusoidal, Tent, Kent, Cubic, Logistic, Gauss, and Circle,
and the experimental results will show that Gauss chaotic mapping improves the accuracy
of the HHO algorithm to the greatest extent. Second, the HHO algorithm based on Gauss
chaotic mapping with multi-strategy search is tested. Then, it is compared with other
classic and state-of-the-art algorithms on 23 classic test functions and 30 IEEE CEC2017
competition functions to verify the significant superiority of the proposed paradigm over
other algorithms by Friedman test and Bonferroni–Holm corrected Wilcoxon signed-rank
test. Finally, CSHHO is applied to model the reactive power output problem of a syn-
chronous condenser based on LSSVM. The complete results will show that the effectiveness
of the proposed optimizer is better than other models in the experiment.

The remainder of this paper is organized as follows: Section 2 introduces the basic
theory and structure of the original HHO algorithm. Section 3 introduces the chaotic
operator and Global search strategy to integrate it into the original optimizer. Section 4
conducts a full range of experiments on the proposed method and demonstrates the
experimental results. It further discusses the proposed method based on experimental
results. Section 5 applies the proposed method to the LSSVM-based synchronous condenser
reactive power output problem. Finally, Section 6 summarizes the study and proposes
research ideas for the future.

2. Harris Hawks Optimization Algorithm

The HHO algorithm is a swarm intelligence optimization algorithm that is widely
used in solving optimization problems. The main idea of the algorithm is derived from
the cooperative behavior and chasing strategy of Harris’s hawk when catching prey in
nature [24]. In the process of prey capture, the HHO algorithm is divided into two segments
according to the physical energy E of the prey at the time of escape: exploration and
exploitation phases, as shown in Figure 1. During the exploration phase, Harris’s hawks
randomly select a perching location to observe and monitor their prey.

X′
i(t + 1) =

{
Xrand(t)− r1|Xrand(t)− 2r2Xi(t)|, q � 0.5

Xrabbit(t)− Xm(t)− r3[lb + r4(ub − lb)], q < 0.5
(1)
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where Xrabbit (t) and Xrand (t) denote the position of the prey and the individual po-
sition at time t, respectively, and q is a random number between (0, 1), the average
individual position:

Xm(t) =
1
N

N

∑
i=1

Xi(t) (2)

Figure 1. Description of each stage of HHO.

As the physical capacity of the prey decreases, the exploration phase changes to the
exploitation phase, the prey’s physical energy factor E is as follows:

E = 2E0

(
1 − t

T

)
(3)

In the exploitation phase, the Harris’s hawk launches a surprise attack on the target
prey found in the exploration phase, and the prey tries to escape when it encounters danger.
Let the randomly generated prey escape probability be r, when r < 0.5 the prey successfully
escapes; when r > 0.5 the prey does not successfully escape. According to the magnitude
of r and |E|, four different location update strategies were proposed in the exploitation
phase (see Table 1).

According to the position update condition in the HHO algorithm, the position of the
Harris hawk is updated continuously, the fitness value was calculated according to the
position of the Harris hawk, and if the fitness threshold was reached, the algorithm was
finished. Otherwise, the algorithm continued to execute, and if the maximum number of
iterations was reached, the algorithm was finished, and the optimal solution was obtained
(See Figure 2).
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Table 1. Exploitation phase of HHO algorithm.

Strategy The value of r and |E|

Soft besiege

r ≥ 0.5 and |E| ≥ 0.5
X′

i (t + 1) = ΔXi(t)− E(t)
∣∣JXrabbit (t)− Xi(t)

∣∣ (4)
ΔXi(t) = Xrabbit (t)− Xi(t) (5)

J = 2(1 − r5) (6)

Hard besiege r ≥ 0.5 and |E| < 0.5
X′

i (t + 1) = Xrabbit (t)− E(t)|ΔXi(t)| (7)

Soft besiege with progressive rapid dives

r < 0.5 and |E| ≥ 0.5

X′
i (t + 1) =

{
Y f (Y) < f (Xi(t))
Z f (Z) < f (Xi(t))

(8)

Y = Xrabbit (t)− E(t)|JXrabbit (t)− Xi(t)| (9)
Z = Y + S × LF(D) (10)

LF(·) = 0.01 × u

|v|
1
β

×
(

Γ(1+β)×sin(0.5βπ)
Γ(0.5(1+β))×β×2(β−1)/2

) 1
β (11)

Hard besiege with progressive rapid dives

r < 0.5 and |E| < 0.5

X′
i (t + 1) =

{
Y f (Y) < f (Xi(t))
Z f (Z) < f (Xi(t))

(12)

Y = Xrabbit (t)− E(t)|JXrabbit (t)− Xm(t)| (13)

T t<

 

Figure 2. Flow chart of HHO algorithm.

3. HHO Algorithm Based on Multi-Search Strategy

3.1. Reasons for Improving the Basic HHO Algorithm

Harris’s hawks generally gather high in trees to hunt for prey. In the process of
hunting for prey, they often hover in a spiral to capture prey; when approaching prey,
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they rush towards their prey at a faster speed until the distance from the prey is small.
They slow down and adjust their body posture to increase the probability of their catching
prey [56–58]. This mechanism is important in the HHO algorithm. The exploration phase
of the basic HHO algorithm uses Equations (1)–(3), where the optimal solution from the
previous iteration of the algorithm affected the current solution and caused the algorithm
to fall into a local optimum. The search for prey in a linear way led to a single search result.
From all iterations of the algorithm, the optimal position of the current algorithm was only
updated when the algorithm searched for a better solution than the current one, and the
overall number of updates of the optimal position was low, which led to a decrease in the
efficiency of the algorithm’s search. In reality, when a Harris’s hawk chases its prey, it
hovers and descends in a spiral manner to catch its prey adaptively, showing better agility
when hunting.

Here, the optimal neighborhood disturbance strategy was introduced to enhance
the convergence speed of the algorithm and avoid premature maturity of the algorithm.
The adaptive weighting and variable spiral position update strategies were introduced to
enhance the global search capability of the algorithm by simulating the predation process
of Harris’s hawks in nature. To make the initial solution generated in the population
initialization phase of the HHO algorithm cover the solution space as much as possible, we
selected the best chaotic mapping method for HHO among seven commonly used chaotic
mapping population initialization methods. It was used as the population initialization
method to improve the algorithm. Hence, the above four methods are used to improve the
global search capability of the HHO algorithm and to increase the speed of Harris Hawk’s
search for the optimal solution.

3.2. Chaotic Mapping

Chaotic is a deterministic stochastic method found in non-periodic, non-convergence
and bounded nonlinear dynamic systems. Mathematically, chaotic is the randomness of a
simple deterministic dynamic system, and a chaotic system is considered as the source of
randomness. The essence of chaotic is obviously random and unpredictable, and it also
has regularity [59].

As an important part of the population initialization algorithm, its result directly
affects the convergence speed and quality of the algorithm [60,61]. For example, uniform
distribution has more complete coverage of solution space than random distribution,
and it is easier to obtain good initial solutions. A classical HHO algorithm uses random
population initialization operation, which cannot cover the whole solution space. A
chaotic sequence has ergodicity, randomness, and regularity in a certain range. Compared
with random search, chaotic sequence searches the search space thoroughly with higher
probability, which enables the algorithm to go beyond the local optimum and maintain the
diversity of the population. Based on the above analysis, to obtain a good initial solution
position and speed up the convergence of the population, seven common chaotic mappings
Sinusoidal, Tent, Kent, Cubic, Logistic, Gauss, and Circle were selected [62–69] and used to
initialize the population of HHO algorithm. The results were analyzed and the optimal one
for the HHO algorithm selected as the population initialization method for the improved
algorithm. The following were the mathematical formulas of the 10 chaotic mappings:

(1) Sinusoidal chaotic mapping:

xk+1 = P · sin(2πxk) (14)

where P was the control parameter, here P = 2.3, x0 = 0.7, Equation (14) was written as

xk+1 = sin(πxk) (15)
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(2) Tent chaotic mapping

xk+1 =

{
2xk xk < 0.5
2(1 − xk) xk ≥ 0.5

(16)

(3) Kent chaotic mapping{
xk+1 = xk/μ 0 < xk < μ

xk+1 = (1 − xk)/(1 − μ) μ � xk < 1
(17)

The control parameter μ ∈ (0, 1), when μ = 0.5, the system was Short Period State,
μ = 0.5 was not taken here. When using the chaotic mapping, the initial value x0 had to
not be the same as the system parameters μ, otherwise the system evolved into a periodic
system. Here, we took μ = 0.4.

(4) Cubic chaotic mapping
The standard Cubic chaotic mapping function was expressed as

xk+1 = bx3
k − cxk (18)

where b and c were the influence factors of chaotic mapping. The range of Cubic chaotic
mapping was different for different values to b and c. When c = 3, the sequence generated
by Cubic mapping was chaotic. Also when b = 1, xn ∈ (−2, 2); when b = 4, xn ∈ (−1, 1).
Here, we took b = 4 and c = 3.

(5) Logistic chaotic mapping

xk+1 = Pxk(1 − xk) (19)

when P = 4, the generation number of Logistic chaotic mapping was between (0, 1).
(6) Gauss chaotic mapping

xk+1 =

{
0
1

xk mod (1)

xk = 0
otherwise

1
xk mod (1) =

1
xk

−
∣∣∣ 1

xk

∣∣∣ (20)

(7) Circle chaotic mapping

xk+1 = mod
(

xk + 0.2 −
(

0.5
2π

)
sin(2πxk), 1

)
(21)

The three steps to initialize the population of the HHO using the seven chaotic map-
pings were:

Step 1: Randomly generate M Harris hawks in D-dimensional space, i.e., Y= (y 1, y2, y3, · · ·
· · · , yn) yi ∈ (−1, 1)i = 1, 2, · · · , n.
Step 2: Iterate each dimension of each Harris hawk M times, resulting in M Harris hawks.
Step 3: After all Harris hawk iterations were completed, chaotic mapping (21) was applied
to the solution space.

xid = lbd + (1 + yid)× ubd − lbd
2

(22)

where ub was the upper bound of the exploration space, lb the lower bound of the ex-
ploration space; the d-dimensional coordinates of the i-th Harris hawk were represented
by yid, which was generated using Equations (14)–(21); the coordinates of the i-th Harris
hawk in the d-dimensional of the exploration space were xid, which was generated using
Equation (22).
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Here, we first proposed the HHO algorithm based on seven different chaotic initial-
ization strategies, respectively, chaotic initialization Harris hawks optimization (CIHHO)
algorithm. Obviously, the implementation of CIHHO is basically the same as that of
HHO, except that the initialization in Step 2 generates m individual Harris hawks using
Equations (14)–(21), and then maps the positions of these m Harris hawks to the search
space of the population using Equation (22).

3.3. Adaptive Weight

Inspired by the predation process of the Harris’s hawk hunting strategy, we added an
adaptive weight to the position update of Harris’s hawk that changed with the number of
iterations. In the early stage of the exploration phase of HHO, the influence of the optimal
Harris’s hawk position on the current individual position adjustment was weakened to
improve the global search ability of the algorithm in the early stage. As the number
of iterations increased, the influence of the optimal Harris’s hawk position gradually
increased, so that other Harris hawks could quickly converge to the optimal Harris hawk
position and improve the convergence speed of the whole algorithm. According to the
variation of the number of updates in the HHO algorithm, the adaptive weight composed
of the number of iterations t were chosen as follows:

w(t) = 0.2 cos
(

π

2
·
(

1 − t
tmax

))
(23)

Such adaptive weight w(t) had a property of nonlinear variation between [0, 1], due to
the variation property of the cos function between [0, π

2 ], so that the weights were small at
the beginning stage of the exploration phase, but changed slightly faster; at the end of the
exploration phase their values were larger, but the speed of change would slow down, so
that the convergence of the algorithm was fully guaranteed. The improved HHO algorithm
position update formula is:

X(t + 1) =

{
w(t)Xrand (t)− r1|Xrand (t)− 2r2X(t)| q ≥ 0.5
w(t)(Xrabbit (t)− Xm(t))− r3(lb + r4(ub − lb)) q < 0.5

(24)

The position update after the introduction of adaptive weights dynamically adjusted
the weight size according to the increase of the number of iterations, so that the randomly
selected Harris’s hawk position Xrand (t) and the optimal average Harris’s hawk position
Xrabbit (t) − Xm(t) in the population guide the individual Harris’s hawks differently at
different times. As the number of iterations increased, the Harris’s hawk population would
move closer to the optimal position, and the larger weights would speed up the movement
of Harris’s hawk positions, which accelerated the convergence of the algorithm.

3.4. Variable Spiral Position Update

In the search phase of the HHO algorithm, Harris’s hawk randomly searched for
prey in two equal-opportunity strategies based on target location and its own location.
However, in nature, Harris’s hawks generally hover in a spiral shape to search for prey. To
simulate the real process of prey search in nature, we introduced a variable spiral position
update strategy in the search phase of the HHO algorithm, so that the Harris’s hawk would
adjust the distance of each position update according to the spiral shape between the target
position and its own position (see Figure 3).
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Figure 3. Spiral position update.

In the exploration phase of the HHO algorithm, Equation (1), a constant b was in-
troduced to control the shape of the spiral; if this parameter was set to a constant, each
time the Harris’s hawk position updated a different spiral arc for speed adjustment would
follow. However, if b was set to a constant value, the spiral movement of the Harris’s
hawk would be too singular when searching for prey, and it would follow a fixed spiral
line to approach the target every time, which would easily fall into the misconception
of local optimal solution and weaken the global exploration ability of the algorithm. To
address this, we introduced the idea of variable spiral search to enable the Harris’s hawk
to develop more diverse search path strategies for location update and design the pa-
rameter b as a variable that changes with the number of iterations to dynamically adjust
the shape of the spiral when the Harris’s hawk explores, to increase the ability of the
Harris’s hawk to explore unknown areas; thus, improving the global search capability of
the algorithm. After combining the adaptive weights, the new spiral position update was
created (see Equation (25)).

The b parameter was designed based on the mathematical model of the spiral, and
the spiral shape was dynamically adjusted by introducing the number of iterations on
the basis of the original spiral model. The b parameter was designed in such a way that
the spiral shape changed from large to small as the number of iterations increased. Early
in the exploration phase of the HHO algorithm, the Harris’s hawk searches the target
with a larger spiral shape, the Harris hawk explores the global optimal solution as much
as possible to improve the global optimal search capability of the algorithm; later in the
exploration phase of the HHO algorithm, the Harris’s hawk searched the target with a
small spiral shape to improve the algorithm’s search accuracy.

X(t + 1) =

⎧⎪⎨⎪⎩
w(t)Xrand (t)− b|Xrand (t)− 2r2X(t)| q ≥ 0.5

w(t)(Xrabbit (t)− Xm(t))− b(lb + r4(ub − lb)) q < 0.5
b = e5(π(1− t

tmax ))
(25)

59



Symmetry 2021, 13, 2364

3.5. Optimal Neighborhood Disturbance

When updating the position, the Harris’s hawk generally takes the current optimal
position as the target of this iteration. In the whole iteration, the optimal position is updated
only when there is a better position; thus, the total number of updates was not many, which
led to the inefficiency of the algorithm search. In this regard, the optimal neighborhood
disturbance strategy was introduced to search the neighborhood of the optimal position
randomly to find a better global value, which could not only improve the convergence
speed of the algorithm, but also avoided premature maturity of the algorithm. The optimal
position generated a random disturbance to increase its search of the nearby space, and the
neighborhood disturbance formula was:

X̃(t) =
{

X∗(t) + 0.5 · h · X∗(t), g < 0.5
X∗(t), g � 0.5

(26)

where h and g were random numbers uniformly generated between [0, 1]; X(t) was the
new position generated. For the generated neighborhood positions, a greedy strategy was
used to determine whether to keep them, and the formula was:

X∗(t) =
{

X̃(t), f (X̃(t)) < f (X∗(t))
X∗(t), f (X∗(t)) � f (X̃(t))

(27)

where f (x) was the position adaptation value of x. If the generated position was better
than the original position, it would be replaced with the original position to make it the
global optimum. Otherwise, the optimal position remained unchanged.

3.6. Computational Complexity

The computational complexity of the population initialization process of the classical
HHO algorithm is O(N), and the computational complexity of the updated mechanism
was O(T × N) + O(T × N × D), so the computational complexity of the classical HHO
algorithm was O(N × (T + TD + 1)), where T was the maximum number of iterations and
D the dimension of the specific problem. The computational complexity of the population
initialization process of the CSHHO algorithm was O(ND), and the computational com-
plexity of the update mechanism was the same as that of the classical HHO algorithm, so
the computational complexity of the CSHHO algorithm was O(N × (T + TD + D)), where T
was the maximum number of iterations, and D the dimensionality of the specific problem.

3.7. Algorithm Procedure

Algorithm 1 shows the procedure of the CSHHO optimization algorithm: See Algo-
rithm 1.
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Algorithm 1: CSHHO algorithm

Input: The population size N, maximum number of iterations T.
Output: The location of rabbit and its fitness value.
Using Seven chaotic maps to initialize the population:
Through chaotic variables yk

i ∈ [0, 1], k = 1, 2, . . . , M. M indicates the initial population
dimension and Equations (14)–(21)generate initial chaotic vector;
Inverse mapping to get the initial population of the corresponding solution space through
Equation (22);
While stopping condition is not meet do

Calculate the fitness values of hawks;
Set Xrabbit as best location of rabbit;
For each Xi do

Update the E using Equation (3);
if |E|  1 then

Update the vector Xi using Equations (25) and (2); Random generate parameters: r1, r2;
b = e5×(π(1− t

tmax
));

If q ≥ 0.5 then

Xi(t + 1) = ω(t)× Xrand(t)− b × |Xrand(t)− 2 × r2 × Xi(t)|;
end

if q < 0.5 then

Xi(t + 1) = ω(t)× (Xrabbit(t)− Xm(t))− b × |lb + r4 × (ub − lb)|;
end

end

if |E| < 1 then

if r ≥ 0.5 and |E| ≥ 0.5 then

Update the vector Xi using Equations (4)–(6);
end

else if r ≥ 0.5 and |E| < 0.5 then

Update the vector Xi using Equation (7);
end

else if r < 0.5 and E |≥ 0.5
Update the vector Xi using Equations (8)–(11);

end

else if r < 0.5and |E| < 0.5
Update the vector Xi using Equations (12) and (13);

end

end

end

Optimal neighborhood disturbance using Equations (27) and (28);
∼
X(t) =

{
X∗(t) + 0.5 × h × X∗(t), g < 0.5

X∗(t), g > 0.5
;

X∗(t) =

⎧⎨⎩
∼
X(t), f (

∼
X(t)) < f (X∗(t))

X∗(t), f (X∗(t)) > f (
∼
X(t))

;

end

Return Xrabbit;

4. Experiments and Discussion

In this section, to test and verify the performance of our optimizer proposed, namely
CSHHO, a different category of experiments were designed. According to the randomness
of the HHO algorithm, this section used a necessary and acceptable set of test functions
to ensure that the superior results of the CSHHO algorithm did not happen by accident.
Therefore, this section used two different benchmark test suites: classical 23 well-known
benchmark functions [70,71] and standard IEEE CEC 2017 [72]. All experiments were
as follows:

Experiment 1: First, seven chaotic mappings were used as the initialization method
of HHO population and tested separately. Second, the seven data sets are analyzed, and
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the optimal chaotic mapping was selected as the population initialization method of the
improved algorithm.

Experiment 2: First, on the basis of Experiment 1, a combination test of adaptive
weighting mechanism, variable spiral position update and optimal neighborhood dis-
turbance mechanism was executed. Second, we analyzed and compared the CSHHO
algorithm with other recently proposed meta-heuristic algorithms such as HHO [24],
WOA [38], SCA [73], and Chicken Swarm Optimization (CSO) [74]. Third, we analyzed
and compared the CSHHO algorithm with developed advanced variants such as HHO
with dimension decision logic and Gaussian mutation (GCHHO) [54] and Hybrid PSO
Algorithm with Adaptive Step Search (DEPSOASS) [75] and Gravitational search algorithm
with linearly decreasing gravitational constant (Improved GSA) [76] and Dynamic Gener-
alized Opposition-based Learning Fruit Fly Algorithm (DGOBLFOA) [77]. Fourth, based
on the third step, the IEEE CEC 2017 was used to perform an algorithm-based accuracy
scalability test with test dimensions D = 50, D = 100.

To ensure the fairness of the experiments, the experiments were evaluated using the
same parameters, and all population sizes N were set to 30, and dimension D was set to 30;
each algorithm on each test instance was performed over 50 independent runs. In each run,
the function error value log(F(x)− F(x∗)), where F(x) was mean value found at all of the
run, and F(x∗) was the optimal value recorded in 23 benchmark functions. The average
error (Mean) and standard deviation (Std) of the function error values were considered
as two performance metrics for evaluating the performance of the algorithm in all runs.
The experimental environment: CPU Intel(R) Xeon(R) CPU E5-2680 v3 (2.50 GHz), RAM
16.00 GB, MATLAB R2019b.

4.1. Benchmark Functions Verification

All experiments were performed using the classical 23 test functions [70,71] to test the
performance of each algorithm in terms of convergence speed and search accuracy. These
Benchmark functions were divided into three categories, including unimodal (UM) and
multi-modal (MM). F1–F7 were the UM functions, which had unique global optimality and
were used to test the exploitation performance of optimization algorithms. F8–F23 were the
MM functions, which were used to test the exploration performance of the optimization
algorithm and LO avoidance potentials. As the complexity of the test functions increased,
the tested algorithms were more likely to fall into local optima, and all the test functions
were used to evaluate the performance of the tested algorithms in various aspects. The con-
vergence curves and test values of the corresponding test functions are given. Appendix A
shows the classical 23 test functions.

IEEE CEC 2017 functions were also used in Experiment 2 to evaluate the scalability of
CSHHO, other meta-heuristic algorithms, and developed HHO advanced variants. IEEE
CEC 2017 Benchmark functions were classified into four categories, consisting of three
UM functions (F1–F3), seven MM functions (F4–F10), 10 hybrid functions (F11–F20), and
10 composite functions (F21–F30). To evaluate the scalability of each algorithm more
comprehensively, the dimensions of Benchmark functions were set to D = 50, D = 100, and
Table 2 records the corresponding accuracy values. It also shows the function formulas for
IEEE CEC 2017.

In addition, to compare the performance of various algorithms, the rank was used
to rank the mean values of all the algorithms in the simulation experiment in the order
of lowest to highest. The lower the rank, the better the algorithm was compared to other
algorithms; conversely, the higher the rank, the worse the algorithm was compared to
other algorithms. Wilcoxon signed-rank test [78] was used to detect whether there was
a significant performance difference among all algorithms, the p-value was corrected by
Bonferroni–Holm correction [79]; moreover, the Friedman test [80] was used to rank the
superiority of all the algorithms.
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Table 2. The information of IEEE CEC2017.

ID Description Type Dimension Range Optimum

F1 Shifted and Rotated Bent Cigar Function Unimodal 30, 50, 100 [−100, 100] 100
F2 Shifted and Rotated Zakharov function Unimodal 30, 50, 100 [−100, 100] 300
F3 Shifted and Rotated Rosenbrock’s function Multimodal 30, 50, 100 [−100, 100] 400
F4 Shifted and Rotated Rastrigin’s function Multimodal 30, 50, 100 [−100, 100] 500
F5 Shifted and Rotated Expanded Scaffer’s F6 function Multimodal 30, 50, 100 [−100, 100] 600
F6 Shifted and Rotated Lunacek Bi-Rastrigin function Multimodal 30, 50, 100 [−100, 100] 700

F7 Shifted and Rotated Non-Continuous
Rastrigin’s function Multimodal 30, 50, 100 [−100, 100] 800

F8 Shifted and Rotated Lévy function Multimodal 30, 50, 100 [−100, 100] 900
F9 Shifted and Rotated Schwefel’s function Multimodal 30, 50, 100 [−100, 100] 1000
F10 Hybrid Function 1 (N = 3) Hybrid 30, 50, 100 [−100, 100] 1100
F11 Hybrid Function 2 (N = 3) Hybrid 30, 50, 100 [−100, 100] 1200
F12 Hybrid Function 3 (N = 3) Hybrid 30, 50, 100 [−100, 100] 1300
F13 Hybrid Function 4 (N = 4) Hybrid 30, 50, 100 [−100, 100] 1400
F14 Hybrid Function 5 (N = 4) Hybrid 30, 50, 100 [−100, 100] 1500
F15 Hybrid Function 6 (N = 4) Hybrid 30, 50, 100 [−100, 100] 1600
F16 Hybrid Function 6 (N = 5) Hybrid 30, 50, 100 [−100, 100] 1700
F17 Hybrid Function 6 (N = 5) Hybrid 30, 50, 100 [−100, 100] 1800
F18 Hybrid Function 6 (N = 5) Hybrid 30, 50, 100 [−100, 100] 1900
F19 Hybrid Function 6 (N = 6) Hybrid 30, 50, 100 [−100, 100] 2000
F20 Composition Function 1 (N = 3) Composition 30, 50, 100 [−100, 100] 2100
F21 Composition Function 2 (N = 3) Composition 30, 50, 100 [−100, 100] 2200
F22 Composition Function 3 (N = 4) Composition 30, 50, 100 [−100, 100] 2300
F23 Composition Function 4 (N = 4) Composition 30, 50, 100 [−100, 100] 2400
F24 Composition Function 5 (N = 5) Composition 30, 50, 100 [−100, 100] 2500
F25 Composition Function 6 (N = 5) Composition 30, 50, 100 [−100, 100] 2600
F26 Composition Function 7 (N = 6) Composition 30, 50, 100 [−100, 100] 2700
F27 Composition Function 7 (N = 6) Composition 30, 50, 100 [−100, 100] 2800
F28 Composition Function 9 (N = 3) Composition 30, 50, 100 [−100, 100] 2900
F29 Composition Function 10 (N = 3) Composition 30, 50, 100 [−100, 100] 3000

We used the values of the Friedman test to rank all the algorithms involved in the
comparison, if the values of the Friedman test were the same, then the rankings were
averaged. Here, the Friedman test was performed on the classical 23 test functions, and the
test values were recorded in the average ranking values (ARV) column.

4.2. Efficiency Analysis of the Improvement Strategy

First, in the population initialization phase, we selected the Gauss mapping, which had
the highest impact on the accuracy of the HHO algorithm, as the population initialization
method of CSHHO from seven commonly used chaotic mappings. Second, a global
optimization strategy was used to optimize the HHO algorithm, which consisted of three
components, including adaptive weight strategy, variable spiral update strategy and
optimal neighborhood disturbance strategy. To verify the performance improvement of the
HHO algorithm by the two improvements, six algorithms were used for comparison:

1. HHO without any modification, i.e., basic HHO;
2. WOA without any modification, i.e., basic WOA;
3. SCA without any modification, i.e., basic SCA;
4. CSO without any modification, i.e., basic CSO;
5. HHO with dimension decision logic and Gaussian mutation (GCHHO);
6. Hybrid PSO Algorithm with Adaptive Step Search (DEPSOASS);
7. Gravitational search algorithm with linearly decreasing gravitational constant (Im-

proved GSA);
8. Dynamic Generalized Opposition-based Learning Fruit Fly Algorithm (DGOBLFOA).
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4.2.1. Influence of Seven Common Chaotic Mappings on HHO Algorithm

In order to select the best effective chaotic mapping method among seven well-known
chaotic mapping methods, which enables us to obtain the best initial solution position and
speed up the convergence of the Harris Hawk algorithm population, sinusoidal chaotic
mapping, Tent chaotic mapping, Kent chaotic mapping, Cubic chaotic mapping, Logistic
chaotic mapping, Gauss chaotic mapping, Circle chaotic mapping were initialized to the
population of the HHO algorithm, respectively, forming Sinusoidal-HHO, Tent-HHO,
Kent-HHO, Cubic-HHO, Logistic-HHO, Gauss-HHO, Circle-HHO, and we compared the
accuracy of these seven algorithms.

Table 3 presents the results of the seven algorithms for 23 classical test functions. The results
included Best, Worst, Mean, Rank, and Std for each algorithm run 50 times independently.

Table 4 shows the Bonferroni–Holm corrected probability values p obtained from
the Wilcoxon signed-rank test for the seven chaotic mapping HHO algorithms. Symbols
“+\=\−” represent the number of algorithms that were better, similar, or worse than Gauss-
HHO. The ARV at Table 5 is the value of the Friedman test for the seven chaotic mapping
HHO algorithms.

Table 3 shows the data with better experimental results in bold. By analyzing the ex-
perimental results, we concluded that under the UM functions (F1–F7), Sinusoidal chaotic
mapping achieved optimal results in F3, F5, F7 test functions, Circle chaotic mapping
achieved optimal results in F1, F4 test functions, and Sinusoidal chaotic mapping had
the most influence on the HHO algorithm, followed by Gauss chaotic mapping and Cir-
cle chaotic mapping. Under the MM functions (F8–F23), Gauss chaotic mapping had
the most influence on the HHO algorithm. Circle chaotic mapping, Sinusoidal chaotic
mapping, Tent chaotic mapping, and Kent chaotic mapping obtained the best results in
F21, F15, F20, F13, and F23 test functions, respectively; the results of the seven chaotic
mappings were compared in 23 test functions, The Gauss chaotic mapping obtained the
most optimal solutions.

Table 4 shows the Bonferroni–Holm correction p-values of Wilcoxon signed rank test
with 5% confidence level, “+\=\−”indicates whether Gauss-HHO was worse consistent
or better with Circle-HHO, Sinusoidal-HHO, Tent-HHO, Kent-HHO, Cubic-HHO and
Logistic-HHO. Analyzing the Bonferroni–Holm corrected p-value of Wilcoxon signed
rank test and the value of “+\=\−” in each row of the table, better results were obtained
using Gauss-HHO based among the 23 tested functions; the experimental results of HHO
algorithms based on seven chaotic mappings, respectively, were evaluated comprehensively
using Friedman’s test at Table 5, compared with the other six chaotic mappings population
initialization methods. Gauss-HHO obtained the best results in terms of average ranking,
indicating that for the HHO optimization algorithm, Gauss chaotic mapping not only
had the randomness, ergodicity and initial value sensitivity of the chaotic mapping itself,
but also the population initialization of the HHO optimization algorithm using Gauss
chaotic mapping. The Gauss chaos map was used to initialize the population of the HHO
optimization algorithm, and to obtain a better optimization accuracy.
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Table 5. Average ranks obtained by each method in the Friedman test.

Chaotic Mapping Average Rankings

Gauss 3.50
Circle 3.74

Sinusoidal 3.89
Tent 3.85
Kent 4.85
Cubic 4.57

Logistic 3.61

4.2.2. Comparison with Conventional Techniques

The Gauss mapping was used for population initialization. Then the adaptive weight
mechanism, variable spiral position update mechanism, and adaptive neighborhood dis-
turbance mechanism were introduced to form the CSHHO algorithm. In order to verify
the effectiveness of the CSHHO algorithm against the emerging swarm intelligence opti-
mization algorithms in recent years. In this subsection, the CSHHO algorithm is compared
with recently published meta-heuristics, including HHO [24], WOA [24], SCA [65] and
CSO [66] to calculate the average precision mean and stability Std of each algorithm.
The performance of CSHHO was tested against other optimization algorithms using a
nonparametric test: the Bonferroni–Holm corrected Wilcoxon signed rank test. Finally,
the non-parametric test method (i.e., the Friedman test) was used to calculate the ARV
values of all the participating algorithms and rank them together. As in Experiment 1,
this experiment was also based on the test set of 23 classical test functions (see Table 1).
The details of the experiment were consistent with the description at the beginning of this
section, and Table 6 shows the detailed experimental results. Additionally, Table 7 gives the
corrected Wilcoxon signed-rank test based on the 5% confidence level, the “+\=\−” value:
the number of CSHHO results that were worse, similar, better or than the comparison
algorithm for each test function run 50 times, the result based on the Friedman test was
at table.

The optimal results of the tested algorithms under the current Benchmark function
are marked in bold. Analyzing the data in Table 6, CSHHO had a strong optimization
capability compared to the traditional optimization algorithms. Under the MM functions
(F8–F23), CSHHO obtained good results with the best optimization results under the
Benchmarks of F9–F13, F15–F19, F21–F23, and CSHHO explored the most optimal region
of the above Benchmark and outperformed the other compared optimization algorithms
in terms of search performance. The CSHHO explored the above Benchmark optimal
regions and outperformed the other participating optimization algorithms in terms of
exploration performance. It tied for first place in Benchmark F9, F11, and F11. This showed
that CSHHO had strong exploration ability and LO avoidance potentials.

Table 7 was analyzed to determine if there was a significant difference between the
other algorithms and CSHHO. The “+\=\−” column indicates the number of results that
are less than, similar to, or greater than CSHHO for each of the HHO, WOA, SCA, and CSO
algorithms run 50 times in each test function. CSHHO has 21 test functions with better
results than HHO, CSHHO has 22 test functions with better results than WOA, CSHHO
has 23 test functions with better results than SCA, CSHHO has 22 test functions with better
results than CSO; the results of the corrected 5% confidence level Wilcoxon signed rank
test were analyzed. If the p-value was greater than 0.05, the algorithm was considered to
be the same as CSHHO; otherwise, it was considered to be significantly different. In most
cases the p-values of Wilcoxon signed-rank test < 0.5, indicating that the CSHHO algorithm
was significantly different from the other compared algorithms, all results were corrected
by Bonferroni–Holm correction; At Table 8, analysis of the Friedman test value showed
that the value of CSHHO was 2.57 lower than the traditional optimization algorithm. The
CSHHO algorithm’s performance was better than other meta-heuristic algorithms.
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Table 8. Average rankings obtained by classic meta-heuristic in the Friedman test, and the best result
is shown in boldface.

Chaotic Mapping Average Rankings

CSHHO 2.57
HHO 3.67
WOA 4.74
SCA 5.96
CSO 5.00

Figure 4 shows the convergence curves of CSHHO and the traditional optimization
algorithms HHO, WOA, SCA and CSO under 23 Benchmark functions, including the
performance under UM functions (F1–F7), MM functions (F8–F23), MM functions (F8–F23).
The function error value was defined as, where F(x) was the mean value found at all of
iterations, and F(x*) was the optimal value recorded in 23 benchmark functions. Among
them, under UM functions (F1–F7), the CSHHO algorithm converged with higher accuracy
and converged faster than other algorithms, indicating that the development performance
of CSHHO algorithm was improved compared with other algorithms; under MM functions
(F8–F23), the CSHHO algorithm converged with higher accuracy and converged faster
than other algorithms, indicating that the development performance of CSHHO algorithm
was improved compared with other algorithms. From F8–F23 CSHHO algorithm did not
fall into the local optimum region and could not escape; in F9, F11, F16 CSHHO converged
faster in F12, F13, F17, F19, F21–F23. Although the convergence curve of the CSHHO
algorithm was smoother and converged slower in the initial iterations as the algorithm
searched further. In F10, F15 the CSHHO algorithm not only explores the dominant region
with faster convergence speed, but also leads the rest of the algorithms in terms of search
accuracy. Therefore, CSHHO algorithm benefits from Gauss chaotic mapping that enhances
the population initialization of the algorithm, as well as adaptive weighting mechanism,
variable spiral position updating mechanism and adaptive neighborhood disturbance
mechanism that enhance the exploration and exploitation ability of the algorithm, CSHHO
is less likely to fall into the current search region and increase the ability to jump out of the
local optimal region.

  

  

Figure 4. Cont.
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Figure 4. Convergence curves of CSHHO and the classic meta-heuristic algorithms.
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4.2.3. Comparison with HHO Variants

In order to verify the effectiveness of the CSHHO algorithm against HHO variants in
recent years, this subsection compares the CSHHO algorithm with the recently published
advanced HHO variants: GCHHO and DEPSOASS and Improved GSA and DGOBLFOA,
observing the mean accuracy mean and stability Std of each algorithm. Table 9 presents
the results of the experiments. Next, using nonparametric tests: the Wilcoxon signed-rank
test and the Friedman test were used to synthetically assess the performance differences
between CSHHO and GCHHO and DEPSOASS and Improved GSA and DGOBLFOA. The
configuration of the experiments is the same as in Section 4.2.2, “+\=\−”: the number
of CSHHO results obtained from 50 runs in each test function that are worse, similar, or
better than the comparison algorithm. Table 10 presents the results of the Bonferroni–Holm
correction of Wilcoxon signed-rank test experiments, Table 11 presents the results of the
Friedman test experiments.

Analyzing the data in Table 9, CSHHO has some advantages over the advanced HHO
variants: under the UM functions (F1–F7), CSHHO outperforms the other algorithms
in F1–F4, F6, F7, which indicates that CSHHO has further enhanced global best-finding
capability compared to the advanced HHO variants. Under the MM functions (F8–F23)
the CSHHO’s performance outperforms the remaining algorithms in F9, F10, F11, F16,
F17, F18, F19, F21, which indicates that CSHHO can explore the peak-to-peak information
deeply and effectively to avoid the algorithm from entering the local optimum. In summary,
CSHHO has a good ability to develop and explore and avoid local optima.

Table 10 shows the results of the corrected Wilcoxon signed rank test at 5% confidence
level and Friedman’s test for CSHHO and GCHHO and DEPSOASS and Improved GSA
and DGOBLFOA. The p-values indicate whether the numerical results of the algorithms
involved in the comparison are significant compared to CSHHO; if the p-value is greater
than 0.05, the numerical results of the algorithm are considered the same as CSHHO;
otherwise, it is considered to be significantly different. Analyzing the Bonferroni–Holm
corrected p-value column values in Table 10, under the 23 classical test functions, only
GCHHO is less different from CSHHO in the F9–F11 and F16–18 test functions, and in the
rest of the test functions. Moreover, at Table 11 upon analyzing the results of the Friedman
test, the value of CSHHO is 1.70, which is lower than others. The result indicates that
CSHHO has an advantage over the above algorithms in optimization.

Figure 5 shows the convergence curves of CSHHO and the variants of the optimization
algorithm GCHHO and DEPSOASS and Improved GSA and DGOBLFOA under 23 Bench-
mark Functions, including the performance under UM functions (F1–F7), MM functions
(F8–F23). The function error value is defined as, where F(x) is the mean value found at all
of iterations, and F(x∗) is the optimal value is recorded in 23 The CSHHO algorithm under
UM functions (F1–F7) has improved convergence accuracy in F1–F4, F6, F7 compared to
other algorithms, and convergence speed is better than other algorithms in F1, F2, F3, F4, F5,
F6, F7; under MM functions (F8–F23), CSHHO algorithm does not fall into the local optimal
region and cannot escape, in F9, F10, F11, F16, F17, F18, F19, F21. CSHHO can explore
the dominant region well and is ahead of other algorithms in terms of search accuracy. In
F9, F10, F11, F12, F13, F21, F22, F23, CSHHO has smooth convergence curves and faster
convergence speed. In F16–F20, although the convergence speed of the CSHHO algorithm
is slow, the convergence curve does not produce large fluctuations, which indicates that
the CSHHO algorithm has good search ability, and it does not fall into local optimum and
cannot jump out. Functions. In summary, the CSHHO algorithm’s performance is further
improved compared to GCHHO algorithm and other advanced algorithms. Compared to
these advanced variants, CSHHO algorithm are effective.
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Table 11. Average rankings obtained by advanced meta-heuristic in the Friedman test, and the best
result is shown in boldface.

Chaotic Mapping Average Rankings

CSHHO 1.70
GCHHO 1.83

DEPSOASS 2.76
GSA 4.87
FOA 3.85

  

  

  

  

  

Figure 5. Cont.
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Figure 5. Convergence curves of CSHHO and the advanced meta-heuristic algorithms.

4.2.4. Scalability Test on CSHHO

Dimensional data are an important basis for analyzing the influence of the number of
factors to be optimized on the algorithm, and the purpose of the scalability test is to further
verify the overall performance and stability of the optimization model. The experimental
subjects in this section are CSHHO, HHO. 29 CEC2017 functions [72] based on 50 and
100 dimensions, respectively, are used for scalability experiments. In this experiment,
the experimental parameters and the experimental environment are consistent with the
previous experiments except that the dimensionality settings are different from the previous
experiments, and Table 12 shows the experimental results using Mean and Std.

The best numerical results in CSHHO and HHO are set in bold, and the numerical
results of both equivalents are in bold. Under the UM function (F1–F2), the numerical
results of CSHHO are overall better than those of HHO, and CSHHO continues to maintain
some advantage as the number of dimensions increases; under the MM function test
(F3–F9), CSHHO performs better than HHO in 50 and 100 dimensions. The CSHHO’s
performance in the 50 and 100 dimensions was generally better than that of HHO in
the 50 dimensions in F6 and F7 and in the 100 dimensions in F4. In the hybrid function
(F10–F19), CSHHO performs better in the rest of the test sets, except for F11 and F12,
where it performs lower than HHO. In the composition function (F20–F29), it still has
good ability, and the accuracy in functions F21, F22 and F26 is higher than HHO, and
the effect in functions F22, F23, F24, F26 is the same as HHO, and the effect in functions
F23 (50 dimensions), F26 (100 dimensions) is lower than HHO. In general, compared with
HHO, CSHHO can better balance the exploration and exploitation process as the number
of dimensions increases.
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5. Engineering Application

In this chapter, the proposed CSHHO is applied to model the reactive power output
of a synchronous condenser. Due to the large number of UHV DC transmission projects
in the power system, to ensure DC to DC power consumption and peaking demand, the
scale of conventional units on the receiving AC grid is reduced, the dynamic reactive
power support capability of the system is weakened, and the voltage stability margin
is reduced [81]. This requires dynamic reactive power compensation devices to have
instantaneous reactive power support characteristics in case of system failure, and the
synchronous condenser to have reactive power output characteristics to meet the dynamic
reactive power compensation requirements of the grid [82]. Modeling the reactive power
support capability of a synchronous condenser is of great theoretical significance and
practical value for the reactive power control of converter stations in high-voltage DC
transmission systems with synchronous condenser.

The existing research methods for modeling the reactive power output of synchronous
condenser are the mathematical analytical model calculation method and the experimental
result fitting method [83–86] and both require large computational effort and have low
accuracy, but few papers have studied the application of LSSVM in modeling the reactive
power output of synchronous condenser. The advantages of the least squares support
vector machine (LSSVM) are that it is less likely to fall into local minima and has high gen-
eralization ability [87]. Researchers have used various intelligent optimization algorithms
to find the optimal results of kernel function parameters and regularization parameters,
including the GA [88], Particle Swarm Optimization Algorithm (PSO) [89], Free Search
Algorithm (FS) [90], Ant Colony Optimization Algorithm (ACO) [91], ABC Algorithm [92],
GWO algorithm [93] and Backtracking Search Optimization Algorithm (BSA) [94], etc.
However, the traditional swarm optimization algorithm is prone to the defects of falling
into local optimum and low convergence accuracy in the search process. According to
the results above, the CSHHO not only reduces the probability of the algorithm falling
into local optimum and improves the convergence accuracy of the algorithm, but also has
the advantages of the basic Harris Hawk optimization algorithm: 1. the steadiness of the
searching cores; 2. the fruitfulness in the initial iterations; 3. the progressive selection
scheme [5].

This paper proposes a CSHHO-LSSVM-based reactive power modeling method based
on the numerical characteristics and global search capability of CSHHO. The optimal
values of the penalty parameters, kernel function parameters, and loss function parameters
of the LSSVM are found by using CSHHO to build the CSHHO-LSSVM model for the
reactive power output of the synchronous condenser.

5.1. Principle of LSSVM

Support Vector Machine (SVM) is an ML method based on statistical learning theory,
with kernel function as the core, which implicitly maps the data in the original space to the
high-dimensional feature space, then finds the linear relationship in the feature space [87].

LSSVM is a regression algorithm that extends the basic SVM. Compared with the
SVM algorithm, LSSVM requires fewer parameters and is more stable. LSSVM simplifies
the complex constraints, which makes the improved SVM more capable of handling data.
Moreover, by setting the error sum of squares as the loss function of the algorithm, LSSVM
enhances the performance of regression prediction and improves the prediction accuracy.
Simultaneously, the complexity of the algorithm is reduced, which reduces the processing
time of the algorithm and provides more flexibility. LSSVM uses a nonlinear model on
basis of SVM:

f (x) = (ω, φ(x)) + b (28)

The input data were (xi, yi)i = 1, · · · l where xi ∈ Rd denoted the different elements, d
denoted the dimension, yi ∈ R the expected value of the output, and l the total number
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of inputs. φ(x) denoted the mapping function. In summary, the LSSVM optimization
objective was:

min
1
2
‖ω‖2 +

1
2

γ
l

∑
i=1

e2
i (29)

s.t.ωT ϕ(xi) + b + ei = yi(i = 1, · · · , l).
where ei denoted the error, the magnitude of which determined the prediction

accuracy;e ∈ Rl×1 denoted the error vector, γ denoted the regularization parameter
r, which determined the magnitude of the error. Adding a Lagrangian multiplier to
Equation (29),λ ∈ Rl×1, Equation (30) was expressed as:

minJ =
1
2
‖ω‖2 +

1
2

γ
l

∑
i=1

e2
i −

l

∑
i=1

λi

(
ωTφ(xi) + b + ei − yi

)
(30)

From the KKT condition, we obtained:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∂J
∂ω = 0 → l

∑
i=1

λi ϕ(xi)

∂J
∂b = 0 → l

∑
i=1

λi = 0

∂J
∂ei

= 0 → λi = γei, i = 1, 2, · · · , l
∂J
∂λi

= 0 → ωT ϕ(xi) + b + ei − yi = 0, i = 1, 2, · · · , l

(31)

By eliminating the slack variables ei and weight vectors ω, the optimization problem
was linearized: [

0 QT

Q K + 1
γ I

][
b
A

]
=

[
0
Y

]
(32)

where A = [α1, α2, · · · , αN ]
T, Q = [1, 1, · · · , 1]T, was an l × 1 dimensional column vector,

Y = [y1, y2, · · · , yN ]
T. According to the Mercer condition, K denoted a kernel function:

K
(
xi, xj

)
= ϕ(xi)

Tϕ
(
xj
)

i, j = 1, 2, · · · , N. The Radial Basis Function kernel function was
chosen for the model:

k
(

xi, xj
)
= exp

(
−‖xi − xj‖2

2σ2

)
σ > 0 (33)

Therefore, the nonlinear prediction model was expressed by Equation (34):

y =
l

∑
i=1

λiK(xi, x) + b (34)

When predicting with least squares support vector regression models, the penalty
factor and radial basis kernel function parameters were the two parameters to be solved.

5.2. Simulation and Verification

The reactive power regulation results of a synchronous condenser based on PSCAD/
EMTDC simulation software were used as training samples and test samples. Table 11
shows the main parameters. The data with serial numbers 9, 14, 26 and 35 in Table 11 were
taken as the test samples, and the rest were the training samples.

First, the data were preprocessed, and the LSSVM was trained by using CSHHO to
find the penalty parameters, kernel function parameters and optimal parameters of the
loss function (γ, σ, S), and the LSSVM was predicted by applying the test sample to the
LSSVM, and the regression fitted prediction model was output. The algorithm flow is
shown in Figure 6. Figure 7 compares the output results of the LSSVM model of the test
sample and the CSHHO-LSSVM model were compared with those of the test sample and

83



Symmetry 2021, 13, 2364

the errors of the LSSVM model of the test sample and the CSHHO-LSSVM model. The
output regression of CSHHO-LSSVM model was better fitted and had higher accuracy and
radial basis kernel function parameters.

Figure 6. CSHHO Optimizes Synchronous condenser Reactive Power Output based LSSVM.

 

 

Figure 7. Output and error comparison diagram of LSSVM model and CSHHO-LSSVM model.

To verify the generalization ability of the CSHHO-LSSVM model, it was evaluated
by absolute deviation, as shown in Table 13. The table shows the absolute deviation
range of CSHHO-LSSVM model from 0.0123 to 0.989, indicating that the accuracy of the
CSHHO-LSSVM model was high.

84



Symmetry 2021, 13, 2364

Table 13. Training samples and test samples.

Input Sample Output Sample
Excitation Current/A Exciting Voltage/V Reactive Power/Mvar System Voltage/kV

25.488 29.267 305.0 228.4
23.364 26.103 261.5 228.2
21.594 24.521 232.5 228.5
20.154 22.939 212.5 228.5
19.6824 22.148 197.5 228.6
18.8328 21.159 186.4 228.6
18.408 20.408 177.4 228.7
17.9124 19.9728 170.2 228.75

17.7 19.775 163.8 228.8
17.346 19.3795 158.5 228.8
16.992 18.984 154.2 228.8
16.7088 18.7863 150.5 228.8
16.638 18.5727 147.0 228.78
16.461 18.3987 144.2 228.85
16.1424 17.9715 137.4 228.84
15.6822 17.402 131.1 228.9
15.222 17.0065 125.0 228.9
14.868 16.611 118.35 229
14.2308 15.9782 108.75 229
12.9564 14.5346 88.5 229.1

12.39 13.8425 78.3 229.1
11.682 12.953 67.8 229.2
10.974 12.458 57.5 229.3
10.3368 11.4695 47.5 229.3

9.912 11.074 37.0 229.4
8.9916 10.283 27.5 229.4
8.4252 9.1756 17.2 229.48
7.8588 8.8592 7.5 229.5
7.2924 8.3055 1.75 229.57
6.9738 7.91 −2.5 229.6
6.372 6.9213 −11.7 229.6
5.8056 6.7235 −21.0 229.62
5.664 6.4467 −30.5 229.7
4.956 5.1415 −39.6 229.71
4.248 4.5483 −48.5 229.8
3.54 4.351 −57.5 229.875

2.832 3.164 −57.5 229.875
2.124 2.4521 −66.5 229.9

From the reactive power and system voltage simulation results of the synchronous
condenser in Tables 14–16, we can see that the maximum absolute error of the reactive
power simulation result of CSHHO-LSSVM model was 0. 989 Mvar, and the maximum
absolute error of the system voltage simulation result was 0.0415 kV, which were smaller
than the simulation results of LSSVM model, indicating that the CSHHO-LSSVM model
had higher accuracy and better regression fitting performance. The LSSVM model was
more accurate and had better regression fitting performance.
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Table 14. CSHHO-LSSV Model generalization ability verification.

Prediction Value Sample Value Absolute Error Relative Error

9
Reactive Power/MVar 163.0515 163.8 −0.7485 −0.4570

System Voltage/kV 228.7877 228.8 −0.0123 −0.0054

14
Reactive Power/MVar 144.5989 144.2 0.3989 0.2766

System Voltage/kV 228.8882 228.85 0.0382 0.0167

26
Reactive Power/MVar 28.1322 27.6 0.5322 1.9282

System Voltage/kV 229.4014 229.45 −0.0486 −0.0212

35
Reactive Power/MVar −40.5890 −39.6 −0.989 2.4975

System Voltage/kV 229.7915 229.75 0.0415 0.0181

Table 15. Reactive power simulation results comparison.

Prediction Value Sample Value Absolute Error Relative Error

LSSVM
9 162.9631 163.8 −0.8369 −0.5128
35 −40.8531 −39.6 −1.2531 3.1649

CSHHO−LSSVM
9 163.0515 163.8 −0.7485 −0.4570
35 −40.5890 −39.6 −0.989 2.4975

Table 16. System voltage simulation results comparison.

Prediction Value Sample Value Absolute Error Relative Error

LSSVM
9 228.6717 228.8 −0.1283 −0.0561
35 229.8859 229.75 0.1359 0.0591

CSHHO−LSSVM
9 228.7877 228.8 −0.0123 −0.0054
35 229.7915 229.75 0.0415 0.0181

6. Conclusions

Here, we analyzed the shortcomings of the basic HHO algorithm and applied the
chaotic mapping population initialization, adaptive weighting, variable spiral position
update and optimal neighborhood disturbance mechanisms to the classical HHO algorithm,
in which the Gauss chaotic mapping population initialization increased the coverage of the
solution space by the initial solution of the algorithm, the adaptive weighting mechanism
sped up the movement of Harris hawk populations to the optimal solution, and the variable
spiral position update increased the ability of Harris hawk populations. The optimal
neighborhood disturbance mechanism helped the improved algorithm to increase the
algorithm’s global search capability and avoided premature maturity. To verify the optimal
performance of the four strategies, the experiments were separated into two groups.

First, seven commonly used chaotic mappings were selected for the population ini-
tialization of the HHO algorithm, including Sinusoidal, Tent, Kent, Cubic, Logistic, Gauss,
and Circle mappings. The HHO algorithm’s performance after population initialization
of each of these seven mappings was evaluated. The HHO algorithm’s performance after
population initialization of Gauss mapping was significantly better than that of the HHO
algorithm after population initialization of other mappings in terms of solution accuracy.
Second, based on the results of the first set of experiments, the Gauss mapping was used
for population initialization, and adaptive weights, variable spiral position update, and
optimal neighborhood disturbance mechanisms were introduced into the algorithm after
population initialization. Next, CSHHO was compared with other classical algorithms
including WOA, SCA, CSO and advanced algorithms including GCHHO and DEPSOASS
and Improved GSA and DGOBLFOA based on 23 classical test functions and the means
and standard deviations of all algorithms were analyzed. Subsequently, each algorithm’s
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performance was evaluated comprehensively using Friedman’s test and the Bonferroni–
Holm corrected Wilcoxon signed-rank test with 5% confidence level, where numerical
analysis concluded that CSHHO outperformed the other algorithms. In detail, analyzing
the experimental results of this work, in the population initialization phase, Gauss chaos
mapping had the best results in F2, F6, F12, F17, and F23 test functions, and comparing
the results of the remaining six chaotic mappings, Gauss chaos mapping obtained the
most optimal solutions; CSHHO algorithm outperformed HHO in 17 benchmark functions
out of 23 classical test functions, outperformed WOA in 21 results, SCA in 23 results,
and CSO in 22 experiments. It outperformed GCHHO in 9 results. Meanwhile, in the
statistical experiments of advanced meta-heuristic and classical meta-heuristic, the ARVs
obtained by CSHHO were 1.93 and 2.57, respectively, which were lower than the values
obtained by other pairwise meta-heuristics in the same group of experiments. Additionally,
dimensional scalability tests were conducted for CSHHO on the IEEECEC2017 dataset,
including 50 and 100 dimensions, and the results showed that the improved optimizer
effectively handled high-dimensional data with good stability. Meanwhile, in the statistical
experiments of advanced meta-heuristic and classical meta-heuristic, CSHHO obtained
ARVs of 1.70 and 2.57, respectively, which were lower than the values obtained by other
meta-heuristic algorithms in the same set of experiments. Furthermore, dimensional scala-
bility tests were conducted for CSHHO on the IEEE CEC 2017 dataset, including 50 and
100 dimensions, and the results showed that the improved optimizer effectively handled
high-dimensional data with excellent stability.

Here, the CSHHO algorithm was also applied to the engineering problem of reactive
power output modeling of the synchronous condenser. In view of the defects of the many
calculations and low accuracy of the traditional reactive power output modeling method of
the synchronous condenser, CSHHO-LSSVM was used to model the reactive power output
of the synchronous condenser based on the advantages of LSSVM, which was not easy to
fall into local minimum and had strong generalization ability, and CSHHO had high search
accuracy and strong global search ability. The excitation current and excitation voltage of
the synchronous condenser were used as the input of the LSSVM model, and the reactive
power and system voltage were used as the LSSVM model’s output. CSHHO was used
to find the optimal values of the penalty parameter, kernel function parameter, and loss
function parameter of LSSVM. The experiment showed that the CSHHHO-LSSVM model
had better accuracy and better regression fitting performance compared with LSSVM.

In future work, we will try to improve the convergence speed and search accuracy
of the algorithm and balance the exploration and exploitation phases of the algorithm to
obtain better search performance. Additionally, the next step will be to investigate how
CSHHO can be used to solve multi-objective optimization problems. In addition, CSHHO
can also be used for evolutionary ML, such as extreme learning machines and parameter
tuning of convolution neural networks. Other problems include grid scheduling and 3D
multi-objective tracking.
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Appendix A

Table A1. The classical 23 test functions.

Function Dimensions Range fmin

unimodal benchmark functions

f1(x) =
n
∑

i=1
x2

i
30,100, 500, 1000 [100, 100] 0

f2(x) =
n
∑

i=1
|xi |+

n
∏
i=1

|xi | 30,100, 500, 1000 [10, 10] 0

f3(x) =
n
∑

i=1

(
i

∑
j−1

xj

)2
30,100, 500, 1000 [100, 100] 0

f4(x) = maxi{|xi |, 1 ≤ i ≤ n} 30,100, 500, 1000 [100, 100] 0

f5(x) =
n−1
∑

i=1

[
100

(
xi+1 − x2

i
)2

+ (xi − 1)2
]

30,100, 500, 1000 [30, 30] 0

f6(x) =
n
∑

i=1
([xi + 0.5])2 30,100, 500, 1000 [100, 100] 0

f7(x) =
n
∑

i=1
ix4

i + random[0, 1) 30,100, 500, 1000 [128, 128] 0

multimodal benchmark functions

f8(x) =
n
∑

i=1
−xi sin

(√|xi |
)

30,100, 500, 1000 [500, 500] −418.9829 × n

f9(x) =
n
∑

i=1

[
x2

i − 10 cos(2πxi) + 10
] 30,100, 500, 1000 [5.12, 5.12] 0

f10(x) = −20 exp

(
−0.2

√
1
n

n
∑

i=1
x2

i

)
− exp

(
1
n

n
∑

i=1
cos(2πxi)

)
+ 20 + e

30,100, 500, 1000 [32, 32] 0

f11(x) = 1
4000

n
∑

i=1
x2

i − n
∏
i=1

cos
(

xi√
i

)
+ 1 30,100, 500, 1000 [600, 600] 0

f12(x) = π
n

{
10 sin(πy1) +

n−1
∑

i=1
(yi − 1)2

[
1 + 10 sin2(πyi+1)

]
+ (yn − 1)2

}
+

n
∑

i=1
u(xi , 10, 100, 4)

yi = 1 + xi+1
4 u(xi , a, k, m) =

⎧⎨⎩ k(xi − a)m xi > a
0 − a < xi < a

k(−xi − a)m xi < −a

30,100, 500, 1000 [50, 50] 0

f13(x) = 0.1
{

sin2(3πx1) +
n
∑

i=1
(xi − 1)2[1 + sin2(3πxi + 1)

]
+(xn − 1)2[1 + sin2(2πxn)

]}
+

n
∑

i=1
u(xi , 5, 100, 4)

30,100, 500, 1000 [50, 50] 0

fixed-dimension multimodal benchmark functions

f14(x) =

⎛⎜⎝ 1
500 +

25
∑

j=1

1

j+
2
∑

i=1
(xi−aij)

6

⎞⎟⎠
−1

2 [−65, 65] 1

f15(x) =
11
∑

i=1

[
ai − x1(b2

i +bi x2)
b2

i +bi x3+x4

]2
4 [−5, 5] 0.00030

f16(x) = 4x2
1 − 2.1x4

1 +
1
3 x6

1 + x1x2 − 4x2
2 + 4x4

2 2 [−5, 5] −1.0316

f17(x) =
(

x2 − 5.1
4π2 x2

1 +
5
π x1 − 6

)2
+ 10

(
1 − 1

8π

)
cos x1 + 10 2 [−5, 5] 0.398

f18(x) =
[
1 + (x1 + x2 + 1)2(19 − 14x1 + 3x2

1 − 14x2 + 6x1x2 + 3x2
2
)]

×
[
30 + (2x1 − 3x2)

2 × (
18 − 32x1 + 12x2

1 + 48x2 − 36x1x2 + 27x2
2
)] 2 [−2, 2] 3

f19(x) = − 4
∑

i=1
ci exp

(
− 3

∑
j=1

aij
(

xj − pij
)2

)
3 [1, 3] −3.86

f20(x) = − 4
∑

i=1
ci exp

(
− 6

∑
j=1

aij
(

xj − pij
)2

)
6 [0, 1] −3.32

f21(x) = − 5
∑

i=1

[
(X − ai)(X − ai)

T + ci

]−1 4 [0, 10] −10.1532

f22(x) = − 7
∑

i=1

[
(X − ai)(X − ai)

T + ci

]−1 4 [0, 10] −10.4028

f23(x) = − 10
∑

i=1

[
(X − ai)(X − ai)

T + ci

]−1 4 [0, 10] −10.5363
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Alena A. Stupina 1,4 and Lev A. Kazakovtsev 1,4,*

1 Institute of Informatics and Telecommunications, Reshetnev Siberian State University of Science and
Technology, 31 Krasnoyarsky Rabochy av., 660037 Krasnoyarsk, Russia; i-masich@yandex.ru (I.S.M.);
margaritakulachenko@yandex.ru (M.A.K.); vm_popov@sibsau.ru (A.M.P.); sibstu2006@rambler.ru (E.M.T.);
h677hm@gmail.com (A.A.S.)

2 Institute of Space and Information Technologies, Siberian Federal University, 79 Svobodny pr.,
660041 Krasnoyarsk, Russia

3 Faculty of Sciences and Mathematics, University of Niš, Višegradska 33, 18000 Niš, Serbia; pecko@pmf.ni.ac.rs
4 Institute of Business Process Management, Siberian Federal University, 79 Svobodny pr.,

660041 Krasnoyarsk, Russia
* Correspondence: levk@bk.ru

Abstract: The formation of patterns is one of the main stages in logical data analysis. Fuzzy
approaches to pattern generation in logical analysis of data allow the pattern to cover not only objects
of the target class, but also a certain proportion of objects of the opposite class. In this case, pattern
search is an optimization problem with the maximum coverage of the target class as an objective
function, and some allowed coverage of the opposite class as a constraint. We propose a more
flexible and symmetric optimization model which does not impose a strict restriction on the pattern
coverage of the opposite class observations. Instead, our model converts such a restriction (purity
restriction) into an additional criterion. Both, coverage of the target class and the opposite class are
two objective functions of the optimization problem. The search for a balance of these criteria is
the essence of the proposed optimization method. We propose a modified evolutionary algorithm
based on the Non-dominated Sorting Genetic Algorithm-II (NSGA-II) to solve this problem. The new
algorithm uses pattern formation as an approximation of the Pareto set and considers the solution’s
representation in logical analysis of data and the informativeness of patterns. We have tested our
approach on two applied medical problems of classification under conditions of sample asymmetry:
one class significantly dominated the other. The classification results were comparable and, in some
cases, better than the results of commonly used machine learning algorithms in terms of accuracy,
without losing the interpretability.

Keywords: logical analysis of data; pattern generation; genetic algorithm

1. Introduction

Logical analysis of data (LAD) is a methodology for processing a set of observations,
or objects, some of which belong to a specific subset (positive observations), and the rest
does not belong to it (negative observations) [1]. These observations are described by
features, generally numerical, nominal, or binary. Logical analysis of data is performed by
detecting pattern-logical expressions that are true for positive (or negative) observations
and not performed for negative (or, respectively, positive) observations [2]. Thus, regions in
the feature space containing observations of the corresponding classes can be approximated
using a set of positive and negative patterns. To identify such patterns, we use models and
methods of combinatorial optimization [3–5].

Classification problems are one of the application fields of LAD [6,7]. From the point of
view of solving classification problems, applying LAD can be considered as the construction
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of a rule-based classifier. Like other rule-based classification approaches, such as decision
trees and lists of rules, this approach has the advantage that it constructs a “transparent”
classifier. Thus, it belongs to interpretive machine learning methods.

Two types of patterns can be distinguished [8]. The first type is homogeneous (pure,
clear) patterns. A homogeneous pattern covers part of the observations of a particular
class (for example, positive) and does not cover any observation of another class (negative).
However, if we consider real data for constructing a classifier, then pure patterns often
do not give a good result. Due to the noisiness of the data, the presence of inaccuracies,
errors, and outliers, pure patterns may have too low generalizing ability, and their use
leads to overfitting. In such cases, the best results are shown by fuzzy (partial) patterns,
in which the homogeneity constraint is weakened. Such weakening (relaxation) leads to
the formation of more generalized patterns [4,9]. The pattern search problem is considered
as an optimization problem, where the objective function is the number of covered obser-
vations of a certain class under a relaxed non-coverage constraint of observations of the
opposite class.

Modern literature offers various approaches to the formation of patterns [8]. To
generate patterns, enumeration-based algorithms [6,10], algorithms based on integer pro-
gramming [2] or mixed approach based on both integer and linear programming princi-
ples [11,12] are used. In [5], a genetic algorithm for generating patterns is described. In [13],
an approach based on metaheuristics is presented, in which the key idea is the construction
of a pool of patterns for each given observation of the training set. Logical analysis of
data is used in many application areas, such as cancer diagnosis and coronary risk predic-
tion [2,10,11,14], credit risk rating [11,15–17], assessment of the potential of an economy
to attract foreign direct investment [18], predicting the number of airline passengers [19],
fault prognosis and anomaly detection [20–23], and others.

Thus, in traditional approaches to the logical analysis of data with homogeneous
patterns, each pattern covers part of the observations of the target class and no observations
of the opposite class. Otherwise, the homogeneity constraint is transformed into a relaxed
non-coverage constraint related to a number or ratio of observations of the opposite class.
Thus, such optimization model is not symmetric in the sense that the problem is focused on
the number of covered observations of the target class while the coverage of the opposite
class is considered as a constraint set at a certain level. Such an approach with the fuzzy
patterns remains in the domain of the single-criterion optimization.

Recently, fuzzy logic theory has been widely developed in research. As mentioned
in the literature [13], a certain degree of fuzziness seems to improve the robustness of the
classification algorithm. In a fuzzy classification system, an object can be classified by
applying a set of fuzzy rules based on its attributes. To build a fuzzy classification system,
the most difficult task is to find a set of fuzzy rules pertaining to the specific classification
problem [24]. To extract fuzzy rules, a neural net was proposed in several studies [25–27].
On the other hand, the decision tree induction method was used in [28–30]. In [30], a fuzzy
decision tree approach was proposed, which can overcome the overfitting problem without
pruning and can construct soft decision trees from large datasets. However, these methods
were found to be suboptimal in solving certain types of problems [24]. In [13,24], a genetic
algorithm for generating fuzzy rules was described. It was noted that they are very robust
due to the global searching.

Fuzzy classification has practical applications in various fields. For instance, in [31], a
fuzzy rule-based system for classification of diabetes was used. Authors in [32,33] have
applied fuzzy theory in managing energy for electric vehicles. In [34], problems of a product
processing plant related to the discovery of intrusions in a computer network were solved
with use of a fuzzy classifier. In our study, we use fuzziness as a concept of partial patterns.

Both traditional and fuzzy approaches provide for finding both patterns covering the
target class and patterns covering the opposite class. The methods for finding such patterns
do not differ; in this sense, such approaches are symmetrical: the composition of patterns
does not change from replacing the target class with the opposite one. At the same time,
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there is a significant difference between the requirement for maximum coverage and the
requirement for purity of patterns.

When analyzing real data, pure patterns may be ineffective, and the concept of a
pattern is extended to fuzzy patterns that cover some of the negative objects. This expansion
occurs by relaxing the “empty intersection with negative objects” constraint. Thus, the aim
of our study is to construct a classification model based on LAD principles, which does not
impose a strict restriction nor relaxed constraint on the pattern coverage of the opposite class
observations. Our model converts such a restriction (purity restriction) into an additional
criterion. We formulate the pattern search problem as a two-criteria optimization problem:
the maximum of covered observations of a certain class with the minimum of covered
observations of the opposite class. Thus, our model has two competing criteria of the same
scale, and the essence of solving the problem comes down to finding a balance between
maximum coverage and purity of patterns. For this purpose, in this paper, we study the
use of a multi-criteria genetic algorithm to search for Pareto-optimal fuzzy patterns. Our
comparative results on medical test problems are not inferior to the results of commonly
used machine learning algorithms in terms of accuracy.

The rest of the paper is organized as follows. In Section 2, we describe known and new
methods implemented in our research. We provide the basic concepts of logical analysis of
data (Section 2.1), an approach to formation of logical patterns (Section 2.2), a two-criteria
optimization model for solving the pattern search problem, concepts of the evolutionary
algorithm NSGA-II (Non-dominated Sorting Genetic Algorithm-II), developed to solve the
multi-criteria optimization problem (Section 2.4). In Section 2.5, we discover the ability of
evolutionary algorithms to solve the problem of generating logical patterns and describe
modifications of the NSGA-II (Section 2.5). In Section 3, we present the results of solving
two applied classification problems. In Sections 4 and 5, we discuss and shortly summarize
the work.

2. An Evolutionary Algorithm for Pattern Generation

Several approaches which resemble in certain respects the general classification
methodology of LAD can be distinguished [35]. For instance, in [36], a DNF learning
technique was presented that captures certain aspects of LAD. Some machine learning
approaches based on production or implication rules, derived from decision trees, such
as C4.5 rules [37], or based on Rough Set theory, such as the Rough Set Exploration Sys-
tem [38]. The authors of [39] proposed the concept of emerging patterns in which the only
admissible patterns are monotonically non-decreasing. The subgroup discovery algorithm
described in [40] maximizes a measure of the coverage of patterns, which is discounted
by their coverage of the opposite class. The algorithm presented in [35] maximizes the
coverage of patterns while limiting their coverage of the opposite class. In [35], the authors
introduced the concept of fuzzy patterns, considered in our paper.

2.1. Main Stages of Logical Analysis of Data

LAD is a data analysis methodology that integrates ideas and concepts from topics,
such as optimization, combinatorics, and Boolean function theory [10,41]. The primary
purpose of logical analysis of data is to identify functional logical patterns hidden in the
data, suggesting the following stages [2,41].

Stage 1 (Binarization). Since the LAD relies on the apparatus of Boolean functions [41],
this imposes a restriction on the analyzed data, namely, it requires the binary values of the
features of objects. Naturally, in most real-life situations, the input data are not necessarily
binary [2,12], and in general may not be numerical. It should be noted that in most cases,
effective binarization [41] leads to the loss of some information [2,6].

Stage 2 (Feature extraction). The feature description of objects may contain redundant
features, experimental noise as well as artifacts generated or associated with the binarization
procedure [42,43]. Therefore, it is necessary to choose some reference set of features for
further consideration.
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Stage 3 (Pattern generation). Pattern generation is the central procedure for logical
analysis of data [2]. At this stage, it is necessary to generate various patterns covering
different areas of the feature space. However, these patterns should be of a sufficient level
of quality, expressed in the requirements for the parameters of the pattern (for example,
complexity or degree). To implement this stage, a specific criterion is selected as well
as an optimization algorithm for constructing patterns that is relevant to the data under
consideration [44].

Stage 4 (Constructing the classifier). When the patterns are formed, the classification
of the new observation is carried out in the following way. An observation that satisfies
the requirements of at least one positive pattern and does not satisfy the conditions of any
negative patterns is classified as positive. The definition of belonging to a negative class is
formulated similarly. In addition, it is required to determine how a decision will be made
regarding controversial objects, for example, by voting on the generated patterns. The set
of patterns formed at the previous step usually turns out to be too large and redundant for
constructing a classifier, which leads to the problem of choosing a representative limited
subset of patterns [2], such that it will provide a level of classification accuracy compared
to using the complete set of rules. In addition, a decrease in the number of patterns makes
it possible to increase the interpretability of the resulting classifier in the subject area [45].

Stage 5 (Validation). The last step of the LAD is not special and is inherent in other
data mining methods. The degree of conformity of the model to the initial data should be
assessed, and its practical value should be confirmed. In applied problems, the initial data
reflect the complexity and variety of real processes and phenomena.

Stage 4 works fine on “ideal” data which means: reasonable amount of homogeneous
data with no errors, no outliers (standalone observations which are very far from other
ones), no gaps or inconsistency in data. When processing real data, we must take into
account several issues [46]. Features may be heterogeneous (of different types and measured
on different scales).

Data can be presented in a more complex form than a standard matrix of object
features, for example, images, texts, or audio. Various data preprocessing methods are used
to extract features. Another type of object description consists in pairwise comparison of
objects instead of isolating and describing their features (featureless recognition [47]).

The number of objects may be significantly less than the number of features (data
insufficiency). In systems with automatic collection and accumulation of data, the opposite
problem arises (data redundancy). There are so much data that conventional methods
process them exceptionally slowly. In addition, big amounts of data pose the problem of
efficient storage.

The values of the features and the target variable (the label of class in the training
sample) can be missed (gaps in data) or measured with errors (inaccuracy in data). Gross
errors lead to the appearance of rare but large deviations (outliers). Data may be inconsistent
which means that objects with the same feature description belong to different classes as a
result of data inaccuracy.

Inconsistency and inaccuracy in data dramatically reduce the effectiveness of ap-
proaches based on homogeneous patterns. We have to apply fuzzy patterns in which a
certain number of observations of the opposite class are allowed. At the same time, it is
difficult to determine this threshold, since the level of data noise is usually unknown.

2.2. Formation of Logical Patterns

We restrict ourselves to considering the case of two classes: K+ and K−. Objects of K+

class will be called positive sampling points, and objects of K− class will be called negative.
In addition, we assume that objects X ∈ K+ ∪ K− are described by k binary features, that is
x(j)

i ∈ {0, 1} ∀i, j, where j is the object and i is the index of feature, j = 1, k.
LAD uses terms that are conjunctions of some literals (binary features xi or their

negations 1 − xi). We will say that a term C covers an object X if C(X) = 1. A logical
positive pattern (or simply a pattern) is a term that covers positive objects and does not

96



Symmetry 2022, 14, 600

cover negative objects (or covers a limited number of negative objects). The concept of a
negative pattern is introduced in a similar way.

Choose an object a ∈ K+, assuming that a = (a1, . . . , ak) is the vector of feature
values of this object. Denote by Pa a pattern covering the point a. The pattern is a set
of feature values, which are fixed and equal for all the objects covered by the pattern.
To distinguish fixed and unfixed features in pattern Pa, we introduce binary variables
Y(a) =

{
y(a)

1 , . . . , y(a)
k

}
[48,49] as follows:

y(a)
j =

{
1, if jth feature is fixed in Pa,
0, otherwise.

(1)

A point b ∈ K+ will be covered by a pattern Pa only if y(a)
j = 0 ∀j : bj �=aj. On the

other hand, some point c ∈ K+ will not be covered by the pattern Pa if yj = 1 for at least
one j ∈ {1, k} for which cj �= aj.

It should be noted that any point Y(a) = {y(a)
1 , . . . , y(a)

k } corresponds to the subcube in
the space of binary features X = {x1, , . . . , xk}, which includes an object a.

It is natural to assume that the pattern can cover only a part of the observations
from K+. The more observations of positive class the pattern covers in comparison with
observations of another type, the more informative it is [50]. Negative observation coverage
is a pattern error.

Denote pattern Pa as a binary function of an object b: Pa(b) = 1 if object b is covered
by pattern Pa, and 0 otherwise.

Noted constraints establish the minimum allowable clearance between the two classes.
To improve the reliability of the classification, namely, its robustness to errors on class
boundaries, constraints can be strengthened by increasing the value on the right side of
the inequality.

Let us introduce the following notation: Cov+(Pa) is number of observations from K+

for which the condition Pa(b) = 1, b ∈ K+ is satisfied; Cov−(Pa) is number of observations
from K− for which the condition Pa(c) = 1, c ∈ K− is satisfied.

The pattern Pa is called “pure” if Cov−(Pa) = 0. If Cov−(Pa) > 0, then the pattern
Pa is called “fuzzy” [35]. Obviously, among the pure patterns, the most valuable are the
patterns with a large number of covered positive observations Cov+(Pa).

The number of covered positive observations Cov+(Pa) can be expressed as follows [2]:

Cov+(Pa) = ∑
b∈K+

∏
j=1,k, bj �=aj

(1 − y(a)
j ). (2)

The condition that the positive pattern Pa should not cover any point of the negative
class, which means the search for a pure pattern requires that for each observation c ∈ K−,
the variable y(a)

j takes the value 1 for at least one j for which cj �= aj. Thus, a pure pattern is
a solution to the problem of conditional Boolean optimization [2]:

∑
b∈K+

∏
j=1,k, bj �=aj

(
1 − y(a)

j

)
→ max,

∑
j=1,k, cj �=aj

y(a)
j ≥ 1 ∀c ∈ K−.

(3)

Noted constraints establish the minimum allowable clearance between the two classes.
To improve the reliability of the classification, namely, its robustness to errors on class
boundaries, constraints can be strengthened by increasing the value on the right side of
the inequality.

Since the properties of positive and negative patterns are completely symmetric,
the procedure for finding negative patterns is similar.
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2.3. Proposed Optimization Model

From the point of view of classification accuracy, pure patterns are preferable [10].
However, in the case of incomplete or inaccurate data, such patterns will have small
coverage, which means, for many applications, the rejection of the search for pure patterns
in favor of partial.

For the case of partial patterns, the constraint of the optimization problem Cov−(Pa) =
0 transforms into the second objective function, which leads to the optimization problem
simultaneously according to two criteria:

Cov+(Pa) → max and Cov−(Pa) → min . (4)

The least suitable are those patterns that either cover too few observations or cover
positive and negative observations in approximately the same proportion. The contradic-
tions between these conflicting criteria can be resolved by transferring the second objective
function to the category of constraints through establishing a certain admissible number of
covered negative observations. In addition, multi-criteria optimization methods [51] can be
applied, which construct an approximation of the Pareto front [52].

In addition, when searching for patterns, it is worth considering the degree of the
pattern—the number of fixed signs of this pattern. It is easy to establish that there is an
inverse dependence between the pattern degree and the number of covered observations
(both positive and negative), so the pattern degree should not be too large [53].

The search for simpler patterns has well-founded prerequisites. Firstly, such patterns
are better interpreted and understandable during decision-making. Secondly, it is often
believed that simpler patterns have better generalization ability, and their use leads to
better recognition accuracy [53]. The use of simple and short patterns leads to a decrease in
the number of uncovered positive observations, but at the same time, shorter patterns can
increase the number of covered negative observations. A natural way to reduce the number
of false positives is to form more selective observations. This is achieved by reducing the
size of the pattern determining subcube [48,54].

2.4. Algorithm NSGA-II

The NSGA-II [55] refers to evolutionary algorithms developed for solving the multi-
criteria optimization problem that implements the approximation of the Pareto set. It is
based on three key components: fast non-dominated sorting, estimation of the solutions
location density, and crowded-comparison operator. In the original algorithm, solutions
are encoded as vectors of real numbers, and the objective functions are assumed to be real-
valued.

2.4.1. Fast Non-Dominated Sorting Approach

The basis of multi-criteria optimization is the selection of Pareto fronts [52] of different
levels in the population of solutions. According to the intuitive approach, to isolate the non-
dominated front, it is necessary to compare each solution with any other in the population
for determining a set of non-dominated solutions.

For problem (4), the solutions are patterns, and a solution Pi is non-dominated in a
population of N solutions P1, . . . , PN if �j ∈ 1, N :(

Cov+(Pj) ≥ Cov+(Pi) and Cov−(Pj) < Cov−(Pi)
)

or
(
Cov+(Pj) > Cov+(Pi) and Cov−(Pj) ≤ Cov−(Pi)

)
.

After defining the first front, it is necessary to exclude representatives of this front
from consideration and re-define the non-dominated front. The procedure is repeated until
each solution is attributed to some front.
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A more computationally efficient approach assumes for each solution Pj to keep track
of the number of solutions nPj that dominate Pj, as well as a set of solutions SPj dominated
by Pj.

Thus, all decisions in the first non-dominated front will have a dominance number
equal to zero. For every solution Pj satisfying nPj = 0, we visit each member q of its set SPj
and decrease its dominance number nq by 1. Moreover, if for any member, the dominance
number becomes zero, we put it in a separate list Q. Bypassing all the solutions of the first
front, we find that the list Q contains solutions belonging to the second front. We repeat
the procedure for these solutions similarly, looking through the dominated sets of solutions
and reducing their dominance number until we identify all the fronts.

2.4.2. Diversity Maintenance

One of the problems of evolutionary algorithms is maintaining the diversity of the
population [46,56,57]. Eremeev in [58] described the mutation genetic operator as the
essential procedure that guarantees population diversity. Along with the convergence to
the Pareto optimal set to solve the problem of multi-criteria optimization, the evolutionary
algorithm must also support a good distribution of solutions, preferably evenly covering
as much of the optimal front as possible [59–62].

Early versions of the NSGA used the well-known fitness-sharing approach to prevent
the concentration of solutions in specific areas of the search space and maintain stable
population diversity. However, the proximity parameter ςshare has a significant effect on the
efficiency of maintaining a wide distribution of the population. This parameter determines
the degree of redistribution of fitness between individuals [55] and is directly related to
the distance metric chosen to calculate the measure of proximity between two members of
the population. The parameter ςshare denotes the largest distance within which any two
solutions share each other’s suitability. The user usually sets this parameter, which entails
apparent difficulties in making a reasonable choice.

In the NSGA-II [55], a different approach is used based on the crowded comparison. Its
indisputable advantage is the absence of parameters set by the user. The critical components
of the approach are the density estimate and the crowded-comparison operator.

To estimate the density of solutions concerning the chosen solution, along each di-
rection in the criteria space, two nearest solutions are found on both sides of the chosen
solution. The distance between them is determined as the difference between the values
of a different criterion. An estimate of the density of solutions near the selected point
will be the average of the calculated distances, called the crowding distance. From the
geometric point of view, it is possible to estimate the density by calculating the perimeter
of the hypercube formed by the nearest neighboring solutions as vertices.

Figure 1 shows a graphical interpretation of the above approach for the case of our
two objective functions (4). Solutions denoted as pi+1 and i − 1, which are nearest to the
ith solutions and belong to the first front (filled dots), represent the vertices of the outlined
rectangle (dotted line). Crowding distance, in this case, can be defined as the average length
of the edges of the rectangle.

Cov+(Pi)

Cov -(Pi)

Pi
Pi+1

Pi-1

Figure 1. Density estimation of solutions belonging to the front for problem (4).
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Calculating the crowding distance requires sorting the individuals in the population
according to each objective function in ascending order of the value of this objective
function. For individuals with the boundary value of the objective function (maximum
or minimum), the crowding distance is assigned equal to infinity. All other intermediate
solutions are assigned a distance value equal to the absolute value of the difference between
the values of the functions of two neighboring solutions. This calculation continues for all
objective functions. The final value of the crowding distance is calculated as the average
of the individual values of the distances corresponding to each objective function. Pre-
normalization of objective functions is recommended.

After all individuals in the population have been assigned to an estimate of the
crowding distance, we can compare the solutions in terms of their degree of closeness
to other solutions. A smaller value for the crowding distance indicates a higher density
of solutions relative to the selected point. The density estimate is used in the crowded-
comparison operator described below.

Crowded-Comparison Operator (≺n) directs the evolutionary process of population
transformation towards a fairly uniform distribution along the Pareto front.

We assume that each individual in the population has two attributes:

1. Rank of dominance (front rank) irank;
2. Crowding distance idistance.

Then, the partial ordering is defined as follows. Individual i is preferred over individ-
ual j if the following conditions are met:

i ≺n j ⇐⇒ (irank < jrank)
∨(

irank = jrank
∧

idistance > jdistance

)
. (5)

Such ordering means that we prefer a solution with a lower (close to the first, which
means the optimal front) rank between two solutions with different ranks. Otherwise,
if both solutions are located in the same front, we prefer a solution located in areas where
solutions are less crowded.

2.4.3. Basic Procedure of the NSGA-II

In this case, solving linear optimization problem is rather simple. Initially, the parent
population P0 is randomly created and sorted based on the dominance principle. Thus,
the greater the suitability of an individual, the lower the value of its rank. Then, traditional
genetic operators are applied: binary tournament selection, crossover, mutation, creating
a child population Q0 of a specified size N. Since elitism is introduced by comparing the
current child population with the parent population, the procedure differs for the first
generation from the repeated one.

Let the tth iteration of the algorithm be executed, at which the parent population Pt
generated the child population Qt. A joint population Rt = Pt∪Qt is then sorted according
to the dominance principle. Thus, decisions that belong to the first front F1 and are not
dominated should have a better chance of moving to the next generation population, which
is ensured by the implementation of the elitism principle. If the first front F1 includes less
than N members, then all members of this front move to the next population Pt+1. The
remaining members of the population Pt+1 are selected from subsequent fronts in the order
of their ranking. That is, the front F2 is included in the new parent population Pt+1, then
the front F3, and so on. This procedure continues until the inclusion of the next front leads
to an excess of the population size N. Let the front Fl no longer be included in the new
population as a whole. To select members of the front Fl who will be included in the next
generation, we sort the solutions of this front using the crowded-comparison operator and
select the best solutions to supplement the population Pt+1. Now, a new population Pt+1 of
size N can be used to apply selection, crossover, and mutation operators. It is important to
note that the tournament selection binary operator is still used, but now, it is based on the
crowded-comparison operator ≺n, to use which, in addition to determining the rank, it is
necessary to calculate the crowding distance for each member of the population Pt+1.
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The schematic procedure of the NSGA-II algorithm originally proposed in [55] is
shown in Figure 2.{Rt Crowding distance sort

of patterns

Pt+1

Pt is the parent population
Qt is the child population
Pt+1 is the new parent population
 i is the i-th front 

Figure 2. Next-generation transition procedure.

Thus, a successful distribution of solutions within one front is realized by using the
crowded-comparison procedure, which is also used in the individuals selection. Since the
solutions compete with their crowding distances (a measure of the solution’s density in
a neighborhood), the algorithm does not require any additional parameter determining
the size of niches in the search space. The proposed crowding distance is calculated in the
function space, but it can be implemented in the parameter space if necessary.

2.5. Our Approach: An Evolutionary Algorithm for Pattern Generation

The pattern Pa is determined by baseline observation a =
{

x1, x2, . . . , xp
}

and values

of control variables Y =
{

y(a)
1 , . . . , y(a)

p

}
that are binary values. Thus, the solution to

the problem of pattern generation is a set of points in the space of control variables that
approximate the Pareto front for a given base observation.

The posed problem of finding logical patterns determines the binary representation
of solutions in the form of binary strings, rather than real variables, as was postulated in
the original NSGA-II. The binary representation of the solution also determined the list of
available crossover and mutation operators, among which uniform crossover and mutation
by gene inversion were chosen [63,64].

In addition, the crowding distance in space “the number of covered observations of
the base class” requires a different interpretation—“the number of covered observations of
the class other than the base”. Firstly, uniform coverage of the Pareto front is not required,
since a preferable area is an area with a smaller scope of observations of the opposite class.
Figure 3 illustrates this position: points of one Pareto front are colored according to their
preference, with white color meaning less preference.

Cov+(Pa)

Cov – (Pa)

Figure 3. Illustration of a typical first Pareto front for logical patterns.
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Taking into account these preconditions, the crowding distance was replaced by one
of the heuristic definitions of informativity [3]:

I =
√

Cov+(Pa)−
√

Cov−(Pa). (6)

Similar to the crowding distance, the more preferable the individual, the greater the
informative value.

Special attention is paid to the formation of the initial set of individuals. The usual
approach is a uniform discrete distribution for values 0 and 1. However, based on the
nature of the problem, an equal probability of dropping out 0 and 1 will mean, on average,
the fixation of half of the features in the initial population, which gives rise to overly
selective patterns. Therefore, the discrete distribution of values in the original population
is defined differently: dropout 1 with probability p, and dropout 0 with probability 1 − p.
The value p will be the hyperparameter of the genetic algorithm.

Figure 4 shows a diagram of the developed approach to construct a classifier using the
NSGA-II algorithm for pattern generation. The NSGA-II algorithm is run independently
for each baseline observation. The launch result is a set of patterns of the first front. The sets
of patterns obtained for each baseline observation were combined into one complete set
of patterns, which can be reduced using the selection procedure [2,65]. When recognizing
control (or new) observations, the decision about the class is made by balanced voting of
patterns on the observation under consideration [8].

 

Selected  
patterns Classification 

Pattern generation 

 

Data preparation 

Initial 
data  

Test 
sample 

Training 
sample 

NSGA-II 
algorithm 

Pattern selection 

Voting patterns 
procedure 

Control  
variables Y 

Baseline  
observations X Binarization 

Feature 
extraction 

 

Full 
sample  

 

Class A Class B 

First front  
patterns 

Figure 4. Scheme for constructing a classifier using the algorithm NSGA-II.

A detailed description of pattern generation procedure from Figure 4 is presented in a
form of pseudocode (Algorithms 1 and 2).
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Algorithm 1 Fast-non-dominated-sorting

Require: Evaluated population P = {P1, . . . , PN}, number of solutions in population N.
1: for each Pi, i ∈ {1, N} do
2: for each Pj, j ∈ {1, N} do
3: if Pi dominates Pj (Pi ≺ Pj) then
4: increase the set of solutions which the current solution dominates:

SPi ← SPi ∪ {Pj
}

5: else
6: if Pj dominates Pi (Pj ≺ Pi) then
7: increase the number of solutions which dominate the current solution:

nPi ← nPi + 1
8: end if
9: end if

10: end for
11: if no solution dominates Pi, (nPi = 0) then
12: Pi is a member of the first front: F1 ← F1 ∪ {Pi}
13: end if
14: end for
15: t ← 1
16: while Ft �= ∅ do
17: H ← ∅
18: for each Pi ∈ Ft do
19: for each Pj ∈ SPi do
20: nPj ← nPj − 1
21: if nPj = 0 then
22: H ← H∪ {Pj

}
23: end if
24: end for
25: end for
26: t ← t + 1
27: Ft ← H
28: end while
29: return a list of the non-dominated fronts F

NSGA-II is one of the popular multiobjective optimization algorithms. It is usually
assumed that each individual in the population represents a separate solution to the
problem. Thus, the population is a set of non-dominated solutions, from which one or
more solutions can then be selected, depending on which criteria are given the highest
priority. A distinctive feature of the proposed algorithm is, among other things, that the
solution to the problem is the entire population, in which individual members represent
individual patterns.
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Algorithm 2 An evolutionary algorithm for pattern generation

Require: The set of baseline observations X and values of control variables Y
1: Create a random parent population P0 of size N from X and Y
2: F ← Fast − nondominated − sort(P0)
3: Create a child population of size N using selection, crossover and mutation procedures

Q0 ← Child(P0)
4: t ← 0
5: while termination criteria not met do
6: Combine parent and child populations Rt ← Pt ∪ Qt. The size of population Rt is

2N
7: F ← Fast − nondominated − sort(Rt)
8: while |Pt+1| ≥ N do
9: I ← √

Cov+(Pt+1)−
√

Cov−(Pt+1)
10: Pt+1 ← Pt+1 ∪ Fi
11: end while
12: Sort Pt+1 in descending order
13: Pt+1 ← the f irstNelements f romPt+1
14: Create a child population using selection, crossover and mutation procedures Qt+1 ←

Child(Pt+1)
15: t ← t + 1
16: end while
17: return Pt+1

3. Application of the Proposed Method to Problems in Healthcare

The proposed approach relates to interpretable machine learning methods. Therefore,
experimental studies were carried out on problems in which the interpretability of the
recognition model and the possibility of a clear explanation of the solution proposed
by the classifier are of great importance. The results are shown on two datasets: breast
cancer diagnosis (the dataset from the UCI repository [66]) and predicting complications of
myocardial infarction (regional data [67]).

3.1. Breast Cancer Diagnosis

The problem of diagnosing breast cancer on a sample collected in Wisconsin is consid-
ered (Breast Cancer Wisconsin, BCW) [66]. Since the attributes in the data take on numeric
(integer) values, their binarization is necessary, that is, the transition to new binary features.
Threshold-based binarization is used. Based on the original value x, a new binary variable
xt can be constructed as follows:

xt =

{
1, if x ≥ t,
0, if x < t,

(7)

where t is a cut point (threshold value).
As a result of executing the binarization procedure, 72 binary attributes were obtained

from 9 initial attributes. The original dataset is divided in the ratio of 70% and 30% into
training and test samples (in a random way), which results in 478 and 205 observations,
respectively. To search for logical patterns, objects of the training sample (both positive and
negative classes) consistently act as a baseline observation. For each baseline observation,
the NSGA-II algorithm is run independently with the following parameters:

1. Parent population size: 20;
2. Descendant population size: 20;
3. Number of generations: 10;
4. Probability of mutation (for each decision variable): 5%;
5. Cross type: uniform.

The final set of patterns includes patterns of the first front from the last population of
solutions. The first front can contain one or several patterns. Thus, the final set of patterns
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is completed based on covering the observations of the training sample. Therefore, each
observation will be covered by at least one pattern from this set.

A series of experiments are carried out with a different probability of dropping one
when initializing control variables in the first population of the genetic algorithm. The
following probabilities were used: p ∈ {0.5, 0.3, 0.1}. A complete set of patterns was
independently constructed for each probability. This set included the patterns of the
first fronts obtained using the NSGA-II algorithm with the sequential acceptance of the
observations of the training sample as a baseline observation. The resulting complete set of
patterns are shown in Figure 5 in the coordinates of the number of covered observations of
its own and the opposite class.

Number of covered observations of the opposite class
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Figure 5. Aggregate scatter diagram of the detected patterns with p = 0.5.

Figure 6 shows the resulting full set of patterns for the value p = 0.3.
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Figure 6. Aggregate scatter diagram of the detected patterns with p = 0.3.

Figure 7 shows the resulting full set of patterns for the value p = 0.1.
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Figure 7. Aggregate scatter diagram of the detected patterns with p = 0.1.

Table 1 shows the distribution of patterns by power. Power is understood as the
number of covered observations of its class included in the training sample. Data on the
aggregate set of patterns are given without considering their class affiliation.

Table 1. Distribution of patterns in terms of power.

Probability of Dropping 1 on Initializa-
tion

The Number of Covered Observations of
The Same Class on The Training Sample

p = 0.5 p = 0.3 p = 0.1

1 1240 200 20

from 1 to 5 394 113 4
from 5 to 100 106 268 545
from 100 to 300 465 974 1770
above 300 0 3 962

Total number of patterns detected 2205 1558 3301

In the case of equally probable dropping of zero and one during initialization, a large
number of trivial patterns are found, that is, patterns that cover only the basic observation
and do not cover any more observations. These patterns are overly selective. With a de-
crease in the probability of dropping one during initialization, the selectivity of the obtained
patterns decreases, thereby increasing their coverage. However, increased coverage affects
the accuracy of initiated patterns, i.e., the number of observations from the opposite class.

The results of the classification of test observations compared to actual values are
shown in Table 2. Symbols “+” and “−” denote the class labels introduced above. The
symbol “?” means the impossibility of classification because none of the patterns is valid
for observation.
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Table 2. Confusion matrix for BCW problem.

p = 0.5 p = 0.3 p = 0.1

Original Class Original Class Original Class

Classifier
Prediction

− + Classifier
Prediction

− + Classifier
Prediction

− +

− 126 4 − 128 8 − 128 12
+ 0 37 + 2 65 + 2 63
? 4 34 ? 0 2 ? − −
Accuracy 0.888 Accuracy 0.946 Accuracy 0.932

Thus, a significant influence of the probability of dropping one is established during
the initialization of control variables in the first population of the multi-criteria genetic
algorithm. This parameter affects the selectivity of the detected patterns. The equiprobable
dropping of zero and one entails a significant proportion of baseline observations, for which
only patterns that cover only the baseline observation and no other training observations
are found.

3.2. Predicting the Complication of Myocardial Infarction

The problem of predicting the development of complications of myocardial infarction
is considered [67]. Datasets are often significantly asymmetric: one of the classes signif-
icantly outnumbers the other in terms of the number of objects. In our case, a sample
contains data on 1700 cases with an uneven division into classes: 170 cases with com-
plications, and 1530 cases without. Each case in the initial sample is described by 127
attributes containing information about the history of each patient, the clinical picture of
the myocardial infarction, electrographic and laboratory parameters, drug therapy, and the
characteristics of the course of the disease in the first days of myocardial infarction. Data
include the following types: textual data, integer values, rank scale values with known
range, real and binary values. A more detailed description of the attributes is given in
Table 3.

The problem of predicting atrial fibrillation (AF) is solved, assuming that it is described
by the variable 116 (target variable, 1—the occurrence of atrial fibrillation, 0—its absence).
According to the nature of the attributes, variables 94, 95, 97, 98, 104, 105, 107, 108 were
excluded since these values could be obtained after the occurrence of complications [67].
The exclusion of these attributes significantly complicates the forecasting task. Thus,
the number of predictors from the initial data was 107 variables.

The properties of the data used are as follows:

1. A significant number of missing values;
2. “Asymmetry” of the sample: the number of patients with atrial fibrillation is only

about 10% of the total;
3. The presence of different types of attributes;
4. The use of homogeneous patterns leads to overfitting (the formation of patterns with

a large number of conditions and a very small coverage).

Two approaches to data processing were implemented when constructing the classifier,
as described below.
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Table 3. Description of sample attributes for myocardial infarction problem.

Attribute Number Description Value Type

1 Full name of the patient (meta attribute) text
2 Age integer
3 Gender binary
4–34 The presence or absence of various pathologies

in the cardiovascular, endocrine and respiratory
systems before the development of myocardial
infarction

rank, binary

35–38 Blood pressure according to the data of the car-
diology team and the admission department

integer

39–44 Complications arising at the time of transporta-
tion of the patient to the clinic or at the time of
hospitalization

binary

45–49 Depth and localization of cardiac muscle necro-
sis

rank, binary

50–75 ECG characteristics at the time of admission of
the patient to the intensive care unit

binary

76–82 The use of drugs during fibrinolytic therapy binary
83–86 Electrolyte shifts in the blood binary, real
87–92 Laboratory characteristics of blood real, rank
93–115 The course of the disease in the first days of

myocardial infarction
rank, binary

116–127 The occurrence of complications of myocardial
infarction or the outcome of this disease

rank, binary

3.2.1. First Approach to Data Preparation (Complete Data and Handling of Missing Values)

The data contained a significant number of missing values. Columns with more than
100 missing values were excluded (47 variables). The remaining variables contained rank
scale values and binary values. Missing values in columns containing 100 or less gaps
were filled with the mode value. Thus, the prepared dataset contained 60 variables (not
including the target).

The binarization for the values presented on the rank scale was performed based
on the following rules. Based on the original variable x, a new binary variable xt was
constructed as follows:

xt =

{
1, if x = r,
0, if x �= r,

(8)

where r is the value of the original variable x, r ∈ R, such that R is a known set of all
possible values of a variable x. As a result of the binarization procedure, the total number
of binary variables was 119.

The original dataset is divided in a ratio of 70% and 30% into training and test samples,
that is 1190 and 510 observations, respectively. To search for patterns, the training sample’s
objects (both positive and negative classes) consistently act as a baseline observation.
For each baseline observation, the NSGA-II algorithm is run independently with the
following parameters:

1. Parent population size: 20;
2. Descendant population size: 20;
3. Number of generations: 10;
4. Probability of dropping one on initialization: 0.05;
5. Probability of mutation (for each decision variable): 0.5%;
6. Crossing type: uniform.

More resources are allocated for seeking positive class observations. The sizes of the
parent and descendant populations are 50, and the number of generations was 100. As
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a result, a complete set of patterns was obtained, containing 1961 positive class patterns
and 6148 negative class patterns. A classifier is built that decides on a new observation
by a simple voting. The results of the classification of the test observations compared
to the actual values are shown in Table 4. Symbols “+" and “−” denote the class labels
introduced above.

Table 4. Confusion matrix for AF problem (first approach).

Original Class

Classifier Prediction − +

− 347 31
+ 109 23

Accuracy 0.7255

Thus, the classifier arising from data for which missing values were processed did
not show an acceptable result of classifying positive class objects, which may be caused by
deleting essential data due to missing values processing. Since logical patterns are usable
for classifying data with missing values, a different approach to data preparation was used,
which is described below.

3.2.2. Another Approach to Data Preparation (Reduced Sampling without Processing
Missing Values)

The second approach to data preparation is to store the missing attribute values as
in the original sample. The class imbalance problem is also solved by randomly selecting
a subset of objects of the prevailing class, equal in cardinality to the set of objects of
another class.

As a result, the original sample was reduced to 338 cases, with an equal number
of instances belonging to each class. Observations are described by 106 variables (not
including the target). On the reduced sample, 8 variables take either just the same value,
or the same value and gaps, so these variables were excluded from consideration. Among
the remaining variables, 16 are rank variables, 12 are real, and the other variables are
binary. Rank variables are transformed into several new binary variables, whose number is
determined by the number of allowed ranks. Based on each real variable, four new binary
variables are built. The threshold values of these variables were divided by the range of
values of the original variables into four equal parts. As a result of applying the binarization
procedure, the total number of variables was 200 (excluding the target variable).

Data were divided into training and test samples in the ratio of 80% and 20%, re-
spectively, which causes 270 and 68 observations, respectively, in the same number of
observations of positive and negative classes. For each training set observation, the NSGA-
II algorithm is run independently with the following parameters:

1. Parent population size: 20;
2. Descendant population size: 20;
3. Number of generations: 10;
4. Probability of dropping one on initialization: 0.05;
5. Probability of mutation (for each decision variable): 0.5%;
6. Crossing type: uniform.

As a result, the cumulative set of patterns for the first front includes 2259 rules for the
positive class and 2403 for the negative class. The classifiers are built based on reduced sets
with the selection according to informativeness (I) of revealed patterns. Simple voting of
patterns classifies a new observation. If the attribute value fixed in the pattern is unknown
in the new observation, we assume that this pattern does not cover this observation. The
classification results for different threshold values of informativeness are shown in Table 5.
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Table 5. Confusion matrix for AF problem (the second approach).

I > 0 I > 1 I > 2

Original Class Original Class Original Class

Classifier
Prediction

− + Classifier
Prediction

− + Classifier
Prediction

− +

− 25 7 − 25 7 − 25 5

+ 9 27 + 9 27 + 9 29

Accuracy 0.7647 Accuracy 0.7647 Accuracy 0.7941

I > 0 I > 1 I > 2

Original Class Original Class Original Class

Classifier
Prediction

− + Classifier
Prediction

− + Classifier
Prediction

− +

− 23 4 − 23 3 − 30 18

+ 11 30 + 11 31 + 4 16

Accuracy 0.7794 Accuracy 0.7941 Accuracy 0.6765

Thus, the greatest accuracy is achieved when selecting patterns with informativeness
greater than 2 or greater than 4. Since the importance of correctly identifying positive class
objects (true positive rate or sensitivity) is greater than a negative one (true negative rate or
specificity), the best option is to select patterns with informativeness greater than 4, since
the accuracy of classifying objects in the positive class is higher. The obtained classification
accuracy exceeds the accuracy obtained in [44].

Let us explore some characteristics of the resulting patterns when choosing patterns
based on I ≥ 4. Table 6 shows the number of patterns as well as the degree distribution of
these patterns, that is, the number of binary variables fixed in the pattern.

Table 6. Degree of the patterns.

Amount Min 1st Quartile Median Mean 3rd Quartile Max

Positive patterns 96 3 6 7 7.802 9 16
Negative patterns 103 6 9 11 11.480 14 19
All patterns 199 3 7 9 9.704 12 19

Figure 8 shows the indicated sets of patterns in the coordinates of the number of
covered observations of its class and the opposite class. Figure 8 is given for the train-
ing sample.
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Figure 8. Cumulative scatter diagram of patterns on the training set.

Figure 9 shows the indicated sets of patterns in the coordinates of the number of
covered observations of its class and the opposite class for the test sample.
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Figure 9. Cumulative scatter diagram of patterns on the test sample.

To evaluate the efficiency of the proposed approach, we made a comparative study
with some widely used machine learning classification algorithms. We compared the
proposed multi-criteria genetic algorithm (MGA-LAD) with Support Vector Machine (SVM),
C4.5 Decision Trees (J48), Random Forest (RF), Multilayer Perceptron (MP), and Simple
Logistic Regression (LR) methods. The tests were performed on the following datasets
from UCI Machine Learning Repository [66]: Wisconsin breast cancer (BCW), Hepatitis
(Hepatitis), Pima Indian diabetes (Pima), Congressional voting (Voting). Results using
10-fold cross-validation are presented in Table 7. Here, the “ML” column contains results
for algorithms that give the highest accuracy among the commonly used machine learning
algorithms. The best algorithm is given in parentheses. Another approach that has been
used for comparison is logical analysis of data (LAD-WEKA in the WEKA package [68]) at
various fixed fuzziness values φ (an upper bound on the number of points from another
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class that is covered by a pattern as a percentage of the total number of points covered by
the pattern).

Table 7. Classification accuracy of the compared algorithms.

Dataset ML LAD, Fuzziness at Most ϕ MGA-LAD

ϕ = 0 ϕ = 0.05 ϕ = 0.1 ϕ = 0.15 ϕ = 0.2

BCW 0.967 ± 0.01 (RF) 0.951 ± 0.03 0.953 ± 0.02 0.957 ± 0.03 0.966 ± 0.03 0.966 ± 0.03 0.965 ± 0.02

Hepatitis 0.858 ± 0.08 (SVM) 0.819 ± 0.09 0.826 ± 0.09 0.819 ± 0.09 0.806 ± 0.09 0.806 ± 0.08 0.847 ± 0.10

Pima 0.736 ± 0.03 (RF) 0.682 ± 0.02 0.687 ± 0.02 0.691 ± 0.02 0.687 ± 0.02 0.682 ± 0.02 0.749 ± 0.04

Voting 0.961 ± 0.01 (LR) 0.945 ± 0.03 0.952 ± 0.03 0.954 ± 0.03 0.954 ± 0.03 0.949 ± 0.03 0.973 ± 0.03

The value of the fuzziness parameter ϕ affects the size, coverage, and informativeness
of the resulting patterns and ultimately affects the classification accuracy. In LAD, it is
necessary to find many a-pattern based on different baseline observations. However, for
each such pattern, the most appropriate fuzziness value may be different. Using a two-
criteria model and the corresponding optimization algorithm allows us to find a set of
Pareto optimal patterns without the need to fix the fuzziness value, which expands the
possibilities of LAD and can improve the classification accuracy.

4. Discussion

In the previous section, we described the application of the proposed approach to
solving practical medical classification problems.

The first dataset describes tissue characteristics to diagnose benign or malignant breast
neoplasm. This dataset was studied many times before, for example [69,70], including the
approach based on LAD [2]. For this example, we established a significant influence of
the introduced hyperparameter of the genetic algorithm—the probability of dropping one
during the initialization of the initial population, which is the fixation of the attribute’s
value in the pattern according to its value in the baseline observation. High values of
this probability lead to low classification accuracy due to excessive selectivity of patterns
and, accordingly, an increase in the number of objects with a refusal to determine the
class membership.

The second dataset is the problem of predicting complications of myocardial infarction-
atrial fibrillation. In this case, two approaches are implemented to handle missing values in
the data. The first, typical for most data mining algorithms, is a combination of deleting
values with missing values and filling them in. In this case, satisfactory classification
results were not achieved when a complete dataset with a significantly larger presence of
objects of one of the classes was used. In the second approach, the missing values are not
preprocessed since the set of logical patterns as a whole has no restrictions in classifying
observations with missing values. In addition, we use a reduced sample with an equal
number of observations for each of the classes.

Homogeneous patterns in this dataset have small coverage, and using only homo-
geneous patterns leads to overfitting. Relaxation of homogeneity constraints requires
adjusting the threshold (right-hand side of the constraint), which can be difficult since,
when solving pattern finding problems, the best balance between coverage and homo-
geneity for a single pattern can be far from the best for another pattern (based on another
baseline observation). The proposed approach simplifies the search for this balance since it
considers many Pareto-optimal patterns. This approach prevents overfitting in contrast
with using only homogeneous patterns or patterns with a given threshold for homogeneity.
At the same time, the accuracy reaches the values obtained using an artificial neural net-
work specially developed for these data [67]. The classification results are also comparable
with the results of other works on this topic [71,72].
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5. Conclusions

Logical analysis of data is a two-class learning method dealing with features that can be
binarized. Logical analysis of data consists of several stages, and the formation of patterns
is the most important. Finding pure patterns is a single-criteria optimization problem that
consists of finding a pattern that covers as many positive observations as possible and
does not cover negative observations. With a more general formulation, which allows
making mistakes for a pattern, the problem turns into a search for a compromise between
the completeness of the range of observations of some target class and the minimization of
the coverage of observations that do not belong to the target class.

In this study, we used an approach to find patterns in the form of an approximation of
the Pareto-optimal front and proposed evolutionary algorithms for solving such a problem
due to their potential ability to cover the front. We modified the NSGA-II for pattern
searching and tested it on several application problems from the repository.

Results of our work enabled us to find more informative patterns in the data, tak-
ing into account the coverage of objects of different classes. We compared our modified
algorithm with commonly used machine learning algorithms on four classification prob-
lems. The results were comparable, and in some cases better than results of classical ML
algorithms which do not meet the requirement of the interpretability of the result.

Our experiments discovered a significant influence of the probability of dropping
one of the control variables of the initial population in the multi-criteria genetic algorithm.
This parameter affects the selectivity of the selected patterns. So, the equal probability
of zero and one entails a significant proportion of baseline observations, for which only
patterns are found that cover only the baseline observation and no other observation of the
training sample.

Since our two-criteria optimization model in a combination with the developed modi-
fication of the genetic algorithm does not require the number or ratio of observations of the
opposite class to be pre-set. Thus, our approach is a more versatile tool of data analysis in
this sense than known methods for the fuzzy patterns generation. The method considered
in this paper could be useful for the classification tasks in, for instance, healthcare system,
faults diagnosis and any problems in which the interpretability of results are of great
importance.
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Abstract: Optimization techniques keep road performance at a good level using a cost-effective main-
tenance strategy. Thus, the trade-off between cost and road performance is a multi-objective function.
This paper offers a new multi-objective stochastic algorithm for discrete variables, which is called
the integer search algorithm (ISA). This algorithm is applied to an optimal pavement maintenance
management system (PMMS), where the variables are discrete. The PMMS optimization can be
achieved by maximizing the condition of pavement with a minimum cost at specified constraints, so
the PMMS is a constrained multi-objective problem. The ISA and genetic algorithm (GA) are applied
to improve the performance condition rating (PCR) of the pavement in developing countries, where
the annual budget is limited, so a minimum cost for three years’ maintenance is scheduled. Study
results revealed that the ISA produced an optimal solution for multi-function objectives better than
the optimal solution of GA.

Keywords: genetic algorithm; integer search algorithm; pavement maintenance management

1. Introduction

Roadways are considered the arteries of economic and social activities at the national
and local levels. Furthermore, they are one of the fundamental foundations of development
countries. Pavement is an essential component of road infrastructure. Its surface plays
an important role in providing a safe and comfortable environment for users. During
the pavement design life, the pavement is exposed to increasing traffic volumes with
heavy loads, environmental adverse impacts, and poor use, which lead to significant
deterioration of the pavement. To make the pavement function better, regular maintenance
should be done to repair the degradation of the pavement. Therefore, through regular
maintenance, a sufficient budget will be spent to maintain the pavement at an adequate
condition. Actually, limited budgets are the biggest difficulties and challenges facing the
pavement maintenance. For this reason, the pavement maintenance activities should be
managed within the available budget and resources [1]. A good pavement management
program will preserve the condition of all road sections at an adequate high performance
with minimum cost without any reverse effects on traffic operation, environment, or social
activity [2]. Therefore, decision-makers need to have the methodologies for maintenance
management to attain a sufficient level of service at a minimum cost [3]. In other words,
optimizing the available budget allocation is needed for decision-makers to assist them in
achieving the specified objectives of pavement performance under available budget and
authority constraints [4].

Initially, the priority (rank) was used to determine pavement treatment plans. When
the priority is applied, the maintenance activities (alternatives) are allocated using a ranking
system based on parameters such as traffic volume, road class, quality index, etc. These

Appl. Sci. 2021, 11, 7170. https://doi.org/10.3390/app11157170 https://www.mdpi.com/journal/applsci117



Appl. Sci. 2021, 11, 7170

parameters are determined based on road condition data for the current year. Therefore, the
best maintenance plan cannot be assured by using a prioritization approach, and multi-year
planning will also be problematic. In the last few decades, the optimization approach has
been a priority to create the best possible solution for pavement maintenance strategy.
In early maintenance optimization, the decision-making process was based on single-
objective optimization. However, the decision-making process in pavement maintenance
involves many objectives (e.g., cost, performance, etc.) that conflict with each other, and
the solution resulting from single-objective optimization may be unacceptable to other
objectives. Therefore, a reasonable solution to a multi-objective problem is to search for a
set of solutions that satisfy the requirements of several objectives [5].

The programming methods, such as stochastic and deterministic, are utilized to
satisfy the constraints related to the requirements of the road network for the proper
maintenance plan. Stochastic techniques (e.g., Markov chain) are useful for the insufficient
data of pavement conditions [6]. While, a set of deterministic techniques were used to
resolve maintenance problems, such as dynamic programming [7], goal programming [8],
quadratic programming framework [9], and nonlinear mathematical program [10].

Many methods are used for multi-objective optimizations, such as the weighted
sum method, which is used widely. By this approach, several objective functions are
summated with suitable weight for each objective function. The criteria are weighted, and
the comparison of sorting orders is made for outcome reliability [11]. The priority process
is divided into two stages: defining maintenance activities, and then analysis of trade-offs
is executed to introduce many prioritized activities [12]. The multi-criteria are generated
and weighted to specify the assets of prioritization [13].

By using the theory of multi-attribute utility, an axiomatizing mathematical process
is suggested to quantify and analyze the alternatives, which include many competing
results [14–16]. This method is a good trial to link the objectives of maintenance treatments
on asphalt pavements and define the choices of decision-making. On the other hand,
the analytic hierarchy process to estimate the weights of criteria set and alternatives are
used [17–20]. In this regard, the other options are compared with related standards set by
using pair-wise comparisons, then the criteria weight is determined. Thus, hierarchically,
the alternatives and criteria are formed.

The genetic algorithm (GA) is an evolutionary computation technique, which is widely
applied to solve different objectives of maintenance problems. The ability of a genetic
algorithm in the optimization process is to deal with either simple issues (e.g., linear
optimization) or the complex computational problems (e.g., multimodality) and support
decision-making procedure with a reasonable solution in the maintenance plan. For this
reason, GA has been used widely in maintenance optimization. GA technique provides
a solution for allocation the available funds to achieve the objectives constrained of the
resource of central and regional agencies [21]. Also, the GA is utilized to address the nature
of combinatorial maintenance programing in the network-level of roads [22]. Besides, GA is
applied to attain optimum maintenance plans at sufficient level for pavement sections [22].
For constrained optimization, the GA is used to optimize the maintenance of rural roads
network by minimizing cost and maximizing the road performance [23–25]. An adaptive
hybrid GA, which contains GA and local search, is applied for improving the effectiveness
and efficiency of solution searching for the optimal maintenance plan [26].

Also, discrete particle swarm optimization (PSO) is applied to optimize a multi-
objective problem for pavement maintenance optimization. In this method, random
solutions are created, and optimal searching is made by updating populations [27,28].
Additionally, a parameter-free velocity term is introduced to the barebones algorithm,
which can provide a feasible decision-making process [29].

Dominance-based rough set approach is mainly used in the selection of the best
solution when a large number of the possible solutions has existed. In other words,
this method enhances the decision-making process for optimizing various maintenance
activities to accomplish predefined objectives and make optimal allocation of the available
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budget. In this method, the rough set theory is used, making it possible to analyze
the contradiction. The optimization is achieved by this method through two stages. In
the first one, a set of solutions from the Pareto optimal is created. In the second one,
through the decision-making process, the best solutions in the created set are indicated
[30,31]. The interactive multi-objective optimization-dominance rough set approach is also
used to support decision-making interaction to determine the optimal set of maintenance
activities [32].

However, most of the metaheuristic optimization algorithms are based on the real ran-
dom numbers, which are not suitable for the discrete problems. This paper presented a new
discrete algorithm called integer search algorithm (ISA) to optimize the PMMS problem.
To continue in searching for methods to find the optimal solution supporting the decision
making of pavement maintenance, this paper presents a new discrete stochastic algorithm
called integer search algorithm (ISA) for the pavement management system. Also, the ISA
and GA are applied to improve the pavement management for the road networks in a
developing country with a limited annual budget. Furthermore, the convergence curves of
ISA and GA during the optimization process are compared.

2. Pavement Maintenance Model

2.1. Pavement Condition Evaluation

The state of the pavement plays a significant role in the decision-making process for
pavement repair. The pavement repair activities are dependent on the current condition
of the pavement. As a result, determining the best maintenance strategy necessitates
assessing the state of the pavement. In order to describe the current pavement condition,
the proposed study used the pavement condition rating (PCR) with the grading system
from 0 (Failed) to 4 (Excellent) as presented in Table 1.

Table 1. Pavement condition rating for IRI

PCR IRI (m/km) Condition Description

0 >10 Failed: out of service

1 (6,10] Poor condition: foremost maintenance is required

2 [4,6] Fair condition: medium maintenance is required

3 [2,4) Good condition: less maintenance is required

4 <2 Excellent condition: maintenance is not required

2.2. Pavement Preservation Treatments

Pavement treatments are selected based on the purpose of the maintenance strategies
of the networks. For retarding the pavement deterioration and reducing the distresses, this
study interested on preventive maintenance treatments. Five maintenance activities were
used in this study to implement the pavement maintenance called do nothing, crack seal,
slurry seal, thin asphalt overlay, and thick asphalt overlay. These activities are assigned
codes which are M-00, M-01, M-02, M-03, and M-04, respectively.

2.3. Performance Jumps

Application of pavement preservation treatments on the pavement surface leads to
improve the pavement condition. The effectiveness of preservation treatments occurs in the
performance improvement after the performing treatments. Therefore, the treatment effects
should be determined to know the pavement condition after the treatments application by
defining the performance jumps. This study used the performance jumps developed by
Morcous and Lounis [24] as shown in Table 2.
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Table 2. Influence of repair decisions on PCR

PCR after Maintenance
PCR

1 2 3 4

PCR before
maintenance

0 M-01 M-02 M-03 M-04
1 —- M-01 M-02 M-03
2 —- —- M-01 M-02
3 —- —- —- M-01

3. Optimization Methodology

The PMMS is a discrete problem, where the input variables are the maintenance
activities, which are integer numbers between [0,4]. Also, the output variables are the
PCR of pavement, which are integer numbers between [0,4]. Most of the metaheuristic
optimization calculations are based on the real numbers, which are not reasonable for the
PMMS issue. Thus, this paper displayed a modern discrete calculation called integer search
algorithm (ISA) to optimize the PMMS problem.

3.1. Integer Search Algorithm

Most of the stochastic algorithms are based on the real numbers, which are used in
all engineering applications. However, the variables of the PMMS problem are integer
numbers, where these stochastic algorithms need adaptation to be suitable for discrete
problems. Therefore, this paper has proposed a new discrete algorithm suitable for the
discrete problem, which is called integer search algorithm (ISA). The ISA algorithm is
proposed based on the random generation of integer numbers. The exploration and
exploitation of the ISA algorithm are controlled using parameters a and A, as in (1) and (2).
The ISA algorithm updates the integer variables X(i), as in (3). The main merits of the ISA
algorithm are simplicity and speed.

a = round
(

b − b × Iter
Max_iter

)
(1)

A = Integer Random ∈ [−1, 1]× a (2)

X(i) = Xbest(i) + A (3)

where b is a constant ≥2, Xbest(i) is the best position of variable X(i), Iter is the iteration
number, and Max_iter is the maximum number of iterations. the flowchart of the ISA
algorithm is depicted in Figure 1.

Figure 1. Flowchart of the integer search algorithm.
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3.2. Objective Function

The optimization model formulation is performed in a way for keeping the level of the
road performance at an acceptable level by using strategies of cost-effective maintenance.
This constitutes using a multi-objective function in decision making to obtain the optimal
maintenance plan.

As aforementioned, the PCR was used to evaluate the pavement condition in this
study then one of the objective functions is maximizing the PCR value as shown in Equation
(4). The other function is minimizing the cost to attain the optimal solution with minimum
cost as possible as shown in Equation (5). In this study, the establishment of pavement
maintenance strategies were constrained by the available budget for maintenance and the
desired level of performance. The annual budget Bt constrains the objective function as
in Equation (6). The Equation (7) is the constraint of the pavement performance. Only
applying of one treatment is taken into account for each road section in each year as in
Equation (8).

Max
S

∑
s=1

m

∑
j=1

PCRs,t(Xs,j) (4)

Min
S

∑
s=1

m

∑
j=1

C(Xs,j)LsWS (5)

Subjected to

S

∑
s=1

C
(
Xs,j

)× Ls × Ws ≤ Bt, ∀ s = 1 to S (6)

S

∑
s=1

C
(
Xs,j

)× Ls × Ws ≤ Bt, ∀ s = 1 to S (7)

m

∑
j=1

Xs,j = 1, ∀ s = 1 to S (8)

where, Xs,j maintenance application (option) for section s and treatment j, C is the cost of
maintenance activity, Ls, and Ws are the length and width of the roadway section. The total
maintenance cost of all sections is calculated as in (6).

3.3. Genetic Algorithm

The genetic algorithm (GA) is an evolutionary metaheuristic algorithm that has been
applied to many engineering disciplines [33,34]. GAs work with a population of entities
denoted by bit strings and change the population with random exploration and competition.
In general, GAs consist of trials, for example, selection, crossover, and mutation. Generation
is a procedure in which a novel cluster of entities is made by choosing the proper entities in
the existing population. Crossover is the greatest influential worker in GAs. It constructs
novel children by choosing two strings and exchange segments of their structures. The
novel children may exchange the worst entities in the population. The mutation is a local
worker with a very low likelihood, where its purpose is to adjust the value of a random
position in a string.

In this work, the population of the GA algorithm is 100, where the population are
initialized randomly. After that, this generated population is reproduced using crossover
and mutation, where the crossover probability is set to 80% and the mutation probability is
set to 0.05.

3.4. Optimization Procedure

The ISA algorithm is applied to find the optimal solution of the constrained multi-
objective function shown in (4) and (5). The input variable is the maintenance activity
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(XMA(s, j)) performed for each road section s and for treatment j. then the PCR of each
section in a specific year is updated as in (9). The initialization of PCR, according to the
constraints, is shown in the pseudo-code in Figure 2. The optimization procedure is applied
for a number of sections and for a specified number of years, as shown in the pseudo-code
in Figure 3.

PCR(s, t) = PCR(s, t − 1) + XMA(s, t) (9)

Figure 2. Pseudo-code of PCR initialization.

Figure 3. Pseudo-code of the application of the ISA algorithm for PMMS problem.

4. Case Study

The applicability of proposed algorithm was demonstrated by performing a case
study. The data of the case study was obtained from the General Corporation of Roads and
Bridges, Hajjah, Yemen, which is classified as a developing country. Roadway network
contains 16 roads comprises arterial, main, and local access roads; which include 49 sections
with 23 km total length. Code, length, width, and initial PCR for each road section are
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presented in Table 3. Annually, the maintenance activities are implemented within a
specified available budget of around $80,000 based on the agency constraints. This study
adopts a medium-term planning time horizon of three-year (2020–2022) to develop the
pavement maintenance program. Maintenance costs related to repair decisions were
collected from the General Corporation of Roads and Bridges in Yemen as 0.6, 1.08, 2.09,
and 3 ($/m2) for crack seal, slurry seal, thin asphalt overlay, and thick asphalt overlay,
respectively.

Table 3. Road sections condition data

# Street Name Road Class
Section
Code

Length
(m)

Width
(m)

Area
(m2)

IRI
Road

Condition
PCR

1 Sana’a Road Arterial 1R/100 92 7.1 656 5 Fair 2
2 Sana’a Road Arterial 1L/100 243 7.1 1725 4 Fair 2
3 Sana’a Road Arterial 2R/100 172 7.1 1221 6 Fair 2
4 Sana’a Road Arterial 3/100 449 8 3592 7 Poor 1
5 Sana’a Road Arterial 4/100 574 8 4592 12 Bad 0
6 Sana’a Road Arterial 5/100 528 8 4224 11 Bad 0
7 Sana’a Road Arterial 6/100 426 8 3408 13 Bad 0
8 Sana’a Road Arterial 7/100 491 8 3928 8 Poor 1
9 Sana’a Road Arterial 8/100 627 8 5016 9 Poor 1
10 Sana’a Road Arterial 9/100 586 8 4688 13 Bad 0
11 Al-Hodaidah Arterial 1R/200 211 5 1055 6 Fair 2
12 Al-Hodaidah Arterial 1L/200 396 5 1980 3 Good 3
13 Al-Hodaidah Arterial 2R/200 521 5 2605 5 Fair 2
14 Al-Hodaidah Arterial 2L/200 875 5 4375 6 Fair 2
15 Al-Hodaidah Arterial 3R/200 540 5 2700 5 Fair 2
16 Al-Hodaidah Arterial 4/200 602 7 4214 3 Good 3
17 Al-Souq Main 1/110 163 7 1141 7 Poor 1
18 Al-Souq Main 2/110 238 7 1666 9 Poor 1
19 Al-Souq Main 3/110 116 7 812 8 Poor 1
20 Al-Souq Main 4/110 105 7 735 7 Poor 1
21 Al-Souq Main 5/110 127 7 889 10 Poor 1
22 Al-Souq Main 6/110 251 7 1757 6 Fair 2
23 Al-Dahreen Main 1/120 285 7.2 2052 8 Poor 1
24 Al-Dahreen Main 2/120 82 7.2 591 8 Poor 1
25 Al-Dahreen Main 3/120 319 7.2 2297 6 Fair 2
26 Al-Dahreen Main 4/120 276 7.2 1987 6 Fair 2
27 Al-Dahreen Main 5/120 562 7.2 4046 9 Poor 1
28 Al-Dahreen Main 6/120 107 7.2 770 9 Poor 1
29 Al-Dahreen Main 7/120 586 7.2 4219 10 Poor 1
30 Al-Nasieryah Local Access 1/116 694 8 5552 3 Good 3
31 Al-Qahirah Local Access 1/112 329 6.5 2139 11 Bad 0
32 Al-Mohandis Main 1/150 1348 6.3 8492 3 Good 3
33 Al-Mahjan Main 1/130 567 7 3969 9 Poor 1
34 Al-Mahjan Main 2/130 1028 7 7196 5 Fair 2
35 Qarn Habab Main 1/160 156 6.1 952 13 Bad 0
36 Qarn Habab Main 2/160 489 6.1 2983 11 Bad 0
37 Qarn Habab Main 3/160 169 6.1 1031 12 Bad 0
38 Qarn Habab Main 4/160 93 6.1 567 10 Poor 1
39 Na’aman Local Access 1/113 725 6 4350 10 Poor 1
40 Al-Helah Main 1/170 140 7.2 1008 7 Poor 1
41 Al-Helah Main 2/170 307 7.2 2210 9 Poor 1
42 Al-Helah Main 3/170 427 7.2 3074 8 Poor 1
43 Haorah Local Access 1/111 761 8 6088 2 Good 3
44 Haorah Local Access 2/111 352 8 2816 7 Poor 1
45 Al-Gharabi Main 1/180 1401 7.1 9947 8 Poor 1
46 Al-Gharabi Main 2/180 1926 7.1 13675 9 Poor 1
47 Al-Ma’enah Main 1/140 889 7 6223 10 Poor 1
48 Dhola’ah Local Access 1/114 315 6.1 1922 12 Bad 0
49 Qirwee Local Access 1/115 431 4 1724 11 Bad 0

5. Results and Discussion

The ISA and GA algorithms are applied to maximize the total PCR of all road sections
for three years and, at the same time, minimize the total cost of pavement maintenance.
The PMMS model and ISA and GA algorithms are coded using MATLAB 2019b. The
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population size of both algorithms is set to 100, and the maximum number of iterations is
set to 10,000. Therefore, the number of function evaluations is 100 × 10,000 = 1,000,000. The
optimization process is executed using PC (Intel (R) Core (TM) i7–3770 CPU @ 3.40 GHz
(8 CPUs), 16 GB, Windows 7–64 bits). Figure 4 shows that the attained cumulative PCR for
3 years and 49 sections using the ISA algorithm is 470, which is larger than that achieved
by GA (PCR = 466). Furthermore, Figure 5 shows that the total cost of maximizing the PCR
is minimized using ISA algorithm less than the total cost by using GA.

Figure 4. Convergence of the cumulative PCR for 3 years and 49 sections.

Figure 5. Convergence of the cumulative maintenance cost for 3 years and 49 sections.

Table 4 shows the optimal maintenance plan to attain acceptable performance within
the available annual maintenance budget ($80,000). Therefore, the maintenance activities
are distributed for all 49 sections for 3 years. For the first year t = 1 and for Sana’a road that
contains 10 sections (from 1 to 10), sections 2, 6, 5, and 10 are not maintained M-00 (blue
colored). However, sections 1, 4, 7, 8, and 9 are maintained by the maintenance activity
M-01 (yellow colored), and Section 3 is maintained by using M-02 (green colored). In the
second year, sections 1 and 3 are not maintained (M-00). However, sections 2, 5, 8, and 9
are maintained by using M-01, and sections 4, 6, 7, and 10 are maintained by using M-02.
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Finally, in the third year, sections 2, 3, 4, and 7 are not maintained. However, sections 1, 5,
6, 8, 9, and 10 are maintained by using M-01. The last column in Table 4 shows that the
PCR of about 36 sections improved to rank 4. However, 13 sections still need maintenance,
which can be maintained in the third year because the total cost is low this year.

Table 4. Optimal maintenance activity plan by ISA algorithm to improve the pavement condition.

Section Input Variables of ISA Algorithm Section Input Variables of ISA Algorithm

s XMA(s, t = 1) XMA (s, t = 2) XMA (s, t = 3) s XMA(s, t = 1) XMA (s, t = 2) XMA (s, t = 3)

1 1 0 1 26 2 0 0
2 0 1 0 27 1 2 0
3 2 0 0 28 3 0 0
4 1 2 0 29 1 0 1
5 0 1 1 30 0 1 0
6 0 2 1 31 2 2 0
7 1 2 0 32 0 0 0
8 1 1 1 33 0 1 1
9 1 1 1 34 0 0 0
10 0 2 1 35 4 0 0
11 2 0 0 36 2 1 0
12 1 0 0 37 2 1 1
13 2 0 0 38 3 0 0
14 0 2 0 39 3 0 0
15 2 0 0 40 3 0 0
16 0 1 0 41 2 1 0
17 3 0 0 42 0 3 0
18 2 1 0 43 0 1 0
19 3 0 0 44 0 3 0
20 0 3 0 45 0 0 0
21 3 0 0 46 0 0 0
22 2 0 0 47 1 0 0
23 2 0 1 48 2 2 0
24 2 1 0 49 4 0 0
25 2 0 0

Figure 6 shows how the PCR is maximized by 193% from 1.22 in 2019 to 3.59 in
2022. The PCR maximization is constrained with the predefined annual budget ($80,000)
and $240,000 for three years. Also, Figure 7 shows the annual maintenance cost for three
years scheduled maintenance, where the average cost of three years is $56,515,446. Table 5
displays the obtained optimal total cost using the ISA algorithm is $169,546.34, where the
cost-saving is about 29.4%. However, the total cost using GA is about $178,000, which is
higher than the cost by using ISA.
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Figure 6. Improvement of PCR.

Figure 7. Annual maintenance cost during three years.

Table 5. Total annual PCR and its maintenance cost.

Year t = 0 t = 1 t = 2 t = 3 Sum of t = 1, 2, 3

Total annual PCR 60 128 166 176 470
Average annual PCR 1.22 2.61 3.39 3.59 9.59

Annual cost ($) – 78,272.06 70,650.90 20,623.38 169,546.34

Furthermore, the effectiveness of the results is statistically analyzed using the range
and standard deviation of the PCR of the maintained roads in each year as depicted in
Figure 8. Where the standard deviation and PCR range are decreasing with the planned
annual maintenance. Moreover, the ISA algorithm utilized the maintenance activity M-01
about 21%, however, M-04 used rarely ~1% as depicted in Figure 9. These results reveal that
the pavement maintenance of case study can be done effectively with the lowest cost. In
addition, Figure 10 shows that the maintenance activities are optimally distributed between
road classes. For the arterial roads, M-01 is the most used maintenance activity, however
M-04 is never used. For local access roads, all maintenance activities are used, where M-02
is mostly used. For the main roads, all maintenance activities are applied, where the M-01
is mostly used. These results prove the effectiveness of the proposed optimization method
for lowest cost of pavement maintenance management.
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Figure 8. Range and standard deviation of PCR.

Figure 9. Optimal distribution of maintenance activities.

Figure 10. Optimal distribution of maintenance activities for road classes.
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6. Conclusions

This paper has proposed a new discrete multi-objective stochastic algorithm based
on the stochastic integer numbers, which is called integer search algorithm (ISA). Then,
the ISA algorithm is applied to solve the constrained multi-objective function (pavement
maintenance management (PMMS)). The main objectives of the PMMS problem are max-
imizing the performance of road pavements and minimizing the maintenance cost and
constrained by the annual budget. In this paper, the case study is selected for Hajjah city in
Yemen (developing country), where the number of roads is 16, and the number of sections
is 49. Therefore, the number of input and output variables of PMMS is 49. The ISA and
GA algorithms are applied to maintain all road sections in three years, so the maintenance
activities are distributed during these years to obtain minimum cost. The optimization
results revealed that the ISA achieved higher total PCR and lower total cost than that
achieved by the GA algorithm. Also, the results show that the PCR is increased to 193% of
the initial PCR with 29% cost-savings.
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Abstract: In a round-trip carsharing system, stations must be located in such a way that allow for
maximum user coverage with the least walking distance as well as offer certain degrees of flexibility
for returning. Therefore, a balance must be stricken between these factors. Providing a satisfactory
system can be translated into an optimization problem and belongs to an NP-hard class. In this
article, a novel optimization model for the round-trip carsharing fleet placement problem, called
Fleet Placement Problem (FPP), is proposed. The optimization in this work is multiobjective and
its NP-hard nature is proven. Three different optimization algorithms: PolySCIP (exact method),
heuristics, and NSGA-II (metaheuristic) are investigated. This work adopts three real instances for
the study, instead of their abstracts where they are most commonly used. They are two instance:, in
the city of Luxembourg (smaller and larger) and a much larger instance in the city of Munich. Results
from each algorithm are validated and compared with solution from human experts. Superiority of
the proposed FPP model over the traditional methods is also demonstrated.

Keywords: carsharing system; fleet placement; metaheuristic algorithm; multiobjective optimization;
NP-hard problem; NSGA-II; optimization; PolySCIP

1. Introduction

It is undeniable that efficient management of transportation has become one of the
major problems in cities across the globe due to its impact on the environment and quality
of life. Carsharing is one of many means of transportation nowadays and has received
positive support from communities and governments. Its success can be seen in several
countries, such as Germany, which has the biggest carsharing market in Europe with over
2 million registered users, 170 service providers, and over 16,000 vehicles available in
740 cities [1,2]. Coupling with the increasing awareness in environmental problems, the
concept of green mobility is also promoted through the electrical carsharing service [3].
For instance, it has been highlighted that cars are used for transportation more than trains
and planes in Germany and that carsharing positions itself is an intermediate mean to fill
the gap between public transport and personal cars [4]. Another success was reported in
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the United Kingdom where the government provided support to extend the user base to
600,000 individuals by 2020 to reduce traffic and parking problems [2].

The carsharing model can be divided into free-floating and station-based [2]. Free-
floating carsharing offers the highest degree of flexibility to the users. They pick up the
nearby vehicle to start a trip and drop it off anywhere in the city to end the trip. However,
flexibility comes with a high operational cost for the company, which needs to maintain a
high density of vehicles even in low-demand areas of the city in order to cope with low
levels of utilization. Additionally, vehicles that end up in low demand areas need to be
reallocated. An example of well-known free-floating carsharing companies are SHARE
NOW (which is the merge of Car2Go and DriveNow) [1].

In station-based carsharing, fleet vehicles are stationed in densely populated areas
of the city and need to be returned to one of these locations after completing the trip
(one-way) or to the same pick up area (round-trip). As a result, station-based services are
less flexible, with an advantage of easier implementation and management. Station-based
services require fewer cars, as carsharing operators can place vehicles in densely populated
and high-demand zones of the city only, and no fleet relocation is typically required. An
example for easier implementation and management is taken from bike-sharing. The
bicycles need to be relocated everyday to maintain the service function, which is relatively
easy because of their sizes. However, car relocation is more difficult and more expensive,
which is an even bigger burden to carsharing operators. In addition, with the trend of
electronic cars, a charging station is easier to implement in the station-based services due
to having fewer stations to implement than the free-float services.

Therefore, a satisfactory solution associated with carsharing is multifarious. The work
in this article is concerned with maximum user coverage and ease of access to the service
(i.e., shortest distance to a station and flexibility in returning). It comprises the following:

1. Developing a concept of station and their locations that maximize user coverage while
giving a certain degree of flexibility when returning a car;

2. Maintaining the right balance between user coverage and ease of access to the service;
3. Considering or designing a suitable metric which can be used to determine the ease

of access for users at a global scale.

In this work, we propose a new method attempting to optimize the fleet placement
in the station-based round-trip, will will be the first to tackle fleet allocation in round-
trip carsharing. The model of this problem is called fleet placement problem (FPP). Fleet
placement is really tedious and is usually performed manually by experts and hence is
prone to errors due to lack of precision. The proposed methodology aims to maximize
customer coverage, while minimizing the maximum walking distance between customers
and the nearest vehicle. These two objectives are in conflict, thus, resulting in a bi-objective
problem. Unlike previous solutions, the proposed model incorporates highly detailed
street-level map data containing footprints of the buildings. The contributions proposed
in this work are: mathematical formulation of the novel fleet placement problem (FPP)
and its NP-hardness proof, correlation analysis of the two problem objectives, and the
comparison of results between the manual placement and state-of-the-art heuristic and
metaheuristic algorithms.

The remainder of this paper is organized as follows. Related work on fleet location
for carsharing services and similar location problems are presented in Section 2. The
formulation of the FPP problem and the methodology to solve it are detailed in Section 3.
In Sections 5 and 6 results from executions on real city instances are presented and discussed.
Finally, conclusions and perspectives are provided in Section 7.

2. Related Work

In this section, the state-of-the-art on fleet placement and location problems, shared
fleet placement, and the optimization methods used to address are analyzed.
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2.1. Fleet Placement and Location Problems

In the following, the similarities of the fleet location problem with two classical
optimization problems, i.e., the maximal covering location problem (MCLP) and the
facility location problem (FLP) are discussed. These two problems and the proposed fleet
placement problem (FPP) can be reduced to the set covering problem as shown in the proof
in Section 3.

Church and ReVelle proposed the maximal covering location problem (MCLP) in
1974 [5] for facility and emergency siting. The objective is to maximize the partial coverage
with a number of facilities, where each facility has a fixed coverage distance. MCLP is
shown to be NP-hard, which means it becomes intractable and cannot be solved in an
acceptable time by exact methods when the size of an instance is large [6]. MCLP has
been applied in many real-world problems. Seargeant used MCLP as a base model for
placing healthcare facilities based on the demographic data in the regions [7]. Schmid et al.
formulate their ambulance siting problem as an MCLP with the integration of patients’
data and traces of taxis in Vienna to estimate the traveling time to reach the patient [8].
Another example in telecommunication is from Ghaffarinasab et al. who proposed a bi-
level version of the hub interdiction problem (also another variant of MCLP) [9]. MCLP
was also extended to its multi-objective. Xiao et al. proposed a MCLP with two objectives
which were facility cost and proximity minimization [10]. Kim et al. solved another
bi-objective version of the MCLP where the aim was to maximize primary and backup
coverage (overlapping coverage for reliability) [11]. Malekpoor et al. formulated the
problem of electrification in a disaster relief camp as finding a set of locations to reduce the
project cost and increase the share of systems between sites [12].

In the facility location problem (FLP), the objective is to find locations to place facilities
to supply stores, while minimizing the maximum cost (p-center) or the average cost
(p-median) [13]. In this problem, one constraint is to have all the stores covered while one
store can be covered by only one facility [14]. One of the many interesting applications of the
FLP is shown in [15] where they utilized the spatial information and studied the difference
between the optimal facilities locations and the current ones. Another application is in
siting rescue boat locations. It was modelled as a multi-objective problem which considers
not only the response time to the incidents, but also the operating cost and working
hours [16]. FLP was also used in telecommunication to find the location of GSM antennas
as shown in [17,18].

These two problems are highly related to our fleet placement problem (FPP). The
similarity between FPP and MCLP is that they both try to maximize the partial coverage,
with a constraint of fixed coverage distance and fixed number of facilities. Meanwhile, the
FLP objective is to minimize the maximum operating cost, which is well aligned with FPP,
with a second objective, which is to minimize the maximum walking distance. Therefore,
FPP can be seen as a combination of these two problems.

2.2. Shared Fleet Placement

Shared fleet placement can be formulated into MCLP or FLP (especially in round-trip
carsharing service). However, there are other factors to be considered. In previous works
on MCLP and FLP, they already have a list of preferred locations. These possible sites
are evaluated by considering convenience factors such as parking cost, the proximity to
essential facilities, and accessing time as presented in [19,20]. The solution was then a
combination of selected sites to maximize user coverage. In fact, they are very similar
to the facility location problem. Kumar and Bierlaire evaluated potential stations by the
distance between the station and other facilities such as hospitals and train stations. They
also had access to historical data to make a decision on where to place the station, which is
not available in most cases [20]. Another popular approach is to locate the fleet by user
demands [21–23]. Boyacı et al. proposed an optimization model to maximize the user
coverage based on the demand and predicted destinations [21]. On the contrary, Lage et al.
studied a method to identify the potential of city districts in a station-based one-way trip
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scenario where the demands were estimated from the taxi trips and customer profiles in
Sao Paulo, Brazil [22]. Lastly, Schwer and Timpf proposed an idea for locating the fleet in
round-trip carsharing by combining both user demands and proximity to other mean of
transportation and other facilities into a model and utilized the open source data available
from the government [23].

There are also works which focus on electric carsharing fleets, reflecting the increas-
ing awareness of environmental issues and benefiting from governmental support. The
electric carsharing fleet is more complicated than its fossil-fuel counterpart considering the
additional constraints for battery/electrical load management of the car. Çalik and Fortz
proposed a model for a one-way electric carsharing service which considered previously
mentioned factors [24]. Since charging is very important in electric carsharing service,
Jiao et al. [25] formulated their model to consider a situation where the user changes the
drop off station. The charging station location optimization was presented by Brandstätter
et al. [26] where the authors based the location on the source and destination of trips in both
simulation and Vienna. Another example was proposed by Yıldız et al. [27] which consider
a more realistic case where demand was stochastic and capacitated charging stations. In
addition, the shared fleet placement is also studied in the bikesharing community where
station locations and bike stocking are highly important as well [28–32].

2.3. Existing Resolution Approaches

Several algorithms were proposed to solve the aforementioned problems, ranging
from exact methods, to heuristic and metaheuristic algorithms. Exact methods guarantee
optimality, however, once the size of an NP-hard problem is too large, such methods (e.g.,
branch-and-bound, exhaustive search) cannot find solutions in reasonable time. In contrast,
heuristic algorithms (e.g., greedy algorithms) are problem specific methods that permit
to obtain an approximate solution in reasonable time. Finally, metaheuristic algorithms
(e.g., genetic algorithm or simulated annealing), are general purpose algorithms, which
can lead to very satisfactory solutions. A true benefit is their acceptable execution time,
which for middle to large size instances is several orders of magnitude smaller than for
exact methods [33].

For generic location problems such as MCLP and FLP, exact methods are usually
used [7,8,12,16,34–36]. It is important to note that the problem instances tackled in the
reported articles were of limited size. In fact, Zarandi et al. [36] reported that IBM
CPLEX [37] cannot handle a problem with a large size of input (e.g., a city). Hence, once
the problem size is too large, heuristic and metaheuristic algorithms are usually employed.
Church and ReVelle [5] first compared two variations of heuristic algorithms (which add
one facility location one at a time) and a branch and bound algorithm. The next attempt in
solving MCLP was using a Lagrangian heuristic algorithm, which is a combination of the
Lagrangian Relaxation approach and a greedy method [38]. Heuristic algorithms are still
being used nowadays as shown in [39] to solve the FLP problem. Lastly, several works
reported on the efficiency of metaheuristics in solving FLP and MCLP. Tabu Search (TS),
Simulated Annealing (SA), Variable Neighborhood Search (VNS), and Genetic Algorithms
(GA) were also considered in solving MCLP [36,40–43]. Metaheuristics were not only
used to solve single-objective versions of these problems but also multi-objective ones.
Xiao et al. [10] employed a Multi-Objective Evolutionary Algorithm (MOEA) to solve the
bi-objective MCLP, which focused on facility cost and proximity minimization using a
specific encoding scheme and dedicated operators. Kim and Murray [11] solved the
bi-objective reliability-focused MCLP where it aimed to maximize primary and backup
locations coverage with a heuristic algorithm and a Multi-Objective Genetic Algorithm
(MOGA). Karasakal and Silav [44] utilized the crowding distance function from the Non-
dominated Sorting Genetic Algorithm II (NSGA-II) [45] in the Strength Pareto Evolutionary
Algorithm II (SPEA2) [46] and reported that the new algorithm outperformed the original
NSGA-II and SPEA-II. Ranjbartezenji et al. [47] proposed their modified version of NSGA-II
and used it to solve bi-objective MCLP.
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In shared fleet placement, the most common approach is to model it as a single-
objective problem (weighted sum) and to rely on exact solvers such as CPLEX or
MATLAB [20,21,25,48,49]. Several path-based heuristic algorithms were proposed [24,26].
In fact, due to the problem complexity, heuristic and metaheuristic algorithms have been
attracting more attention recently [50]. Another approach is to determine the fleet locations
through agent-based simulation [51].

To date, metaheuristic algorithms have not been applied to shared fleet placement
problem. Previous works mainly either consider small-size instances of the problem (at
most 800 potential locations by curation) and apply exact methods, or propose heuristic
algorithms. The location curation is normally conducted by field experts and is essential
to facilitate the applications of exact methods and proposed heuristic algorithms, but
it can be very time consuming and prone to error. Therefore, we aim to eliminate the
curation process (to be fully automated) which in turn, leaves decision makers to consider
over 100,000 locations (in cities like Munich). General exact methods and previously
proposed heuristic algorithms are too computationally expensive to apply. Therefore,
metaheuristic algorithms are a suitable candidate to solve such big instances of fleet
placement problem efficiently.

3. Optimization Model

The focus of this article is on the round-trip carsharing service, which received rela-
tively less attention in the research community [52]. Hence, a novel approach for round-trip
carsharing fleet placement is proposed. There are three benefits that the approach offers.
The first benefit is that automation of the fleet placement process removes the need for
traditional manual allocation. The second benefit is the higher placement precision with
the inclusion of a Geographic Information System (GIS). Finally, the third benefit is in
proposing an approachable fleet management problem to the research community that
may also be beneficial to similar applications.

The proposed approach emphasizes the user coverage and ease of access with a
constraint of being applicable to the real-world scenario by utilizing the two components
mentioned below. These two goals are of real concern in practice and are often expressed
by experts in this area.

1. Utilizing graph theory to implement graph model representing a street network
2. Multiobjective Optimization model with two objectives, maximizing user coverage

and minimizing global walking distance between cars and users

In this section, the graph instance used in this article is first defined for the FPP
since the graph instance is closely related with the problem definition. Second, the Fleet
Placement Problem (FPP) model is formulated. Finally, FPP is proven that it is an NP-hard
in a strong sense.

3.1. Graph Instance Definition

The street map can be modeled as an undirected weighted graph to represent users’
ability to walk on the streets in both directions where they need to pick up or leave the
shared vehicle (see Figure 1). The street-level graph is modeled as follows:

G = (V, E, P, W).

The set of nodes V is composed of two subsets: V = S ∪ B, where S is the subset of
street nodes (i.e., nodes on roads and streets), while subset B contains buildings. Both S
and B are of type node, hence they are naturally members of vertices in G.

Buildings contain users. A weight pi ∈ P associated with each node bi ∈ B corre-
sponds to the estimation of the number of people living in this building. The weight for
each node in S is set to zero, making the assumption that target users are only located in
buildings. This is similarly to the study taken by Daniels and Mulley [53]).
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The set of edges E consists of two subsets: E = R ∪ L, where R is a set of streets/roads,
and L is a set of links connecting residential buildings to nearby streets.

Each edge (u, v) ∈ R is valuated by a weight, wi ∈ W, representing the walking
distance from u to v where u, v ∈ S.

Each edge (u, b) ∈ L where u ∈ S and b ∈ B is valuated by 0. In other words we
consider the distance between the building and its nearest adjacent street is considered
negligible. This process is called “snapping” and is common in every routing service where
the starting point is first projected on a road before starting to build a route [54].

Figure 1. An illustration of a graph instance.

3.2. Fleet Placement Problem

The concept of a virtual station is created in this work, In the FPP model, carsharing
stations are placed on the streets. A station is a virtual area on the city map defined by
two elements, a center point, and a radius. Figure 2 illustrates this concept. A car is placed
on a road which depicts a center point. A circle represents a radius of that center point.
These two elements constitute the virtual station. A car can be picked up and returned to
anywhere in that circle (station area). The coverage of a station is determined by the given
maximum walking distance illustrated as a green line in the figure.

Due to the round-trip nature of the service, each car taken from the station needs to
be returned to this station after completing the trip. The typical customers are people in
residential areas (as shown in Figure 2) covered by the carsharing stations, who walk to
pick up the nearest vehicle. Under the aforementioned assumptions and constraints, FPP
can then be formulated.
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Figure 2. An illustration of a virtual area of a station on streets.

3.2.1. FPP Parameters

In the fleet placement problem (FPP), there are two types of parameters, inputs and
instance parameters. Input parameters are the number of fleet stations, maximum walking
distance, and station radius as shown in Table 1. Instance parameters are related to the prob-
lem graph instance, which are the set of street nodes, buildings, population, and distance
between street nodes and buildings as summarized in Table 2. Stations are put on the street
node in S = {s1, s2, . . . , sn} and have a unique size r (see Figure 2). Users are assumed to
start the trip from their residence (referred to as building) in B = {b_1, b_2, . . . , b_m} where
each residence or building has a different number of users defined as P = {p1, p2, . . . , pm}.
Each street node covers a set of buildings, which depends on the defined walking distance
w and a set of distance D = {d11, d12, . . . , dij} where dij denotes walking distance between
node si and building bj where a distance function d(si , bj) = dij. A station si covers a
building bj iff that station locates at most w − r meters from the building.

Table 1. FPP input parameters.

Input Parameters Description Type

f Maximum number of desired fleet stations. Z+

w Maximum walking distance allowed. R+∗
r Station area radius. R+∗ , r ≤ w

2
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Table 2. FPP instance parameters.

Instance Parameters Description Type

n Number of street nodes. Z+

m Number of buildings. Z+

i Index for street nodes Z+

j Index for buildings Z+

S Set of street nodes (potential stations) S = {s1, s2, . . . , sn}
B Set of buildings (housing users) B = {b1, b2, . . . , bm}
P Set of population of buildings P = {p1, p2, . . . , pm}.
D Set of walking distances between street nodes and buildings. D = {d11, d12, . . . , dij

: dij ∈ R+}

3.2.2. FPP Variables

The variable of FPP consists of three variables. The first variable is the set of the state
of buildings C where ci j represents the fact that building bj is or is not covered by a station
si. If the building bj is covered then cij = 1 and cij = 0 otherwise. A building is covered
when the center point of a station (at least) is located within walking distance smaller than
w − r. The second variable is a set of state street nodes (S′), where s′i represents the state
of node si (si ∈ S). A node is active if it is the center point of a station. If si is active then
s′i = 1 and s′i = 0 if si is inactive. It is important to note that a station can be active even if
it does not cover any buildings. In this version, the station is able to accommodate only
one vehicle at a time. Finally, the maximum global walking distance (z) denotes maximum
walking distance from every selected stations to their covered buildings (hence, covered
population) as shown in Table 3.

Table 3. FPP variables.

Decision Variables Description Type

C Set of state of buildings C = {c11, c12, . . . , cnm}, cij ∈ {0, 1}
S′ Set of state of street nodes S′ = {s′1, s′2, . . . , s′m}, s′i ∈ {0, 1}
z maximum global walking distance R+

3.2.3. FPP Objectives

In the fleet placement problem, the objectives are to maximise the users coverage of
a station and to minimise the maximum global walking distance between users and fleet
stations. With these two objectives, the optimization model is formulated as follows:

max
n

∑
i=1

m

∑
j=1

(cij × pj)

min z = maxi,j(s′i × cij × dij) ∀i, j

s.t.
n

∑
i=1

s′i ≤ f (C1)

(w − r)cij ≥ s′i(w − r) − (dij × s′i) ∀i, j (C2)

s′i ≥ cij ∀i, j (C3)
n

∑
i=1

cij = 1 ∀j (C4)

z ≥ s′i × cij × dij ∀i, j (C5)

z ≥ 0 (C6)

cij ∈ {0, 1} ∀i, j (C7)

s′i ∈ {0, 1} ∀i (C8)

i ∈ {1, . . . , n} (C9)

j ∈ {1, . . . , m} (C10)
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C denotes a constraint. Constraint 1 denotes that the number of stations cannot
exceed the provided number f of fleet stations. Constraint 2, 3, and 4 restrict the model
to consider any building bj to be covered by one station and to be calculated only once
for user coverage. The building bj is covered iff there is at least one active station in its
proximity (the proximity is defined by w − r). Constraint 5 finds the maximum walking
distance of the active station si from all buildings bj that it covers. Constraint 6 impose
the global walking distance to always be positive. Constraints 7 and 8 indicate that there
are only two states for street nodes (active: 0, inactive: 1) and buildings (not covered: 0,
covered: 1). Finally, constraints 9 and 10 denote the domains of indices i and j accordingly.

3.3. NP-Hardness Proof

According to Garey and Johnson [55], any decision problem that can be reduced
from an NP-complete problem, whether it is a member of NP or not, is not solvable in
polynomial time unless P = NP since it is as hard as the NP-complete problem. In order
to prove the NP-hardness of FPP, its computational complexity is analyzed. Therefore,
the decision counterpart of the fleet placement problem (FPP)–FPP–D is introduced. The
decision counterpart FPP–D inherits all parameters from FPP.

In this section, the NP-hardness of FPP, through proving the NP-completeness of
FPP–D, is demonstrated. For FPP–D, the question is to determine whether there exists a
solution with f station(s) such that all buildings are covered.

Proposition 1. The FPP is NP-hard in the strong sense even if there is only one user in each building.

Proof. We introduce a polynomial-time transformation to the FPP–D from the strongly
NP-complete problem “Set Cover Problem (Minimum Cover Problem)” [55,56].

Set Cover Problem or SCP can be defined as follows: given a universe U of R elements,
a collection of subsets of U, G = {g1, g2, g3, ..., gL} and a positive integer K ≤ |G|, the
question is “Does G contain a cover for U of size K or less, i.e., a subset G′ ⊂ G with
|G′|≤ K such that every element of U belongs to at least one member of G′?”

Given an instance of SCP, we introduce the following instance of FPP–D. Firstly, let all
buildings in B be the equivalence of universe U in SCP and |B|= R. Then, let S be the direct
transformation of collection G where S = {s1, s2, s3, ..., sL}, such that sl = gl , l = 1, 2, 3, . . . , L.
In addition, we let w, z = 1 and r = 0 so that the building is covered if it is connected to the
street node (sl). With the prior assumption, the distances in matrix D are assumed to be one
if the street node is a 1-hop neighbour of the building and zero, otherwise. Therefore matrix
D reflects the membership of S and is used to constitute the membership of collection
S in FPP–D. We also assume that there are L stations, hence n = L. Next, we assume
pj = 1; j ∈ {1, 2, 3, . . . , |B|} which means there is only user in building j. Let cj be one if a
collection si contains a building bj where i ∈ {1, 2, 3, . . . , n} and j ∈ {1, 2, 3, . . . , |B|}. With
the aforementioned assumptions, ∑R

j=1(cj × pj) = |B|. Finally, we let the threshold value
f = K.

Let X be a solution to SCP. A solution for FPP–D is constructed in which the buildings
in B (U) are covered by f stations where s′l = gl ∈ X, such that xl = s′l , if s′l ∈ X and xl = ∅
if s′l /∈ X. Since X is a cover of U (in SCP), all buildings in B are covered and the number of
stations in the corresponding solution (for FPP–D) is f = |X|.

Now assume that there exists a solution Y in FPP–D with |Y|≤ K and |Y| should not
exceed K, otherwise, |Y|> K and the condition will not hold. Therefore, there are at most K
station(s) with yi �= ∅. Since all buildings form B and all buildings in B belong to at least
one member of Y, the selected stations with yi �= ∅ represents a solution to SCP, given
a polynomial transformation from SCP to FPP-D. Since all input numbers in the FPP–D
instance have a size most polynomial in the size of the input, FPP is strongly NP-hard.

SCP (as an optimization problem) was proved to be polynomially non-approximable
within the ratio c · ln |G|, for some constant c > 0 [57]. Therefore, we propose the follow-
ing statement.
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Statement 1. There exists no polynomial (c · ln n)- approximation algorithm for the
FPP where n is the input size, unless P = NP.

4. Optimization Methods

In this section, the state-of-the-art algorithms used in our experiments, PolySCIP [58],
heuristics [5], and the Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [45] are
described. Each of them represents a different category of problem solver.

4.1. PolySCIP

The strength of exact algorithms is the guarantee of reaching the global optimum, but
the related computational cost can prevent their usage for large size NP-hard problems.
Examples of classical exact algorithms are branch and bound, branch and cut, or A*.
There exist also commercial exact solvers such as IBM CPLEX [37] and AMPL [59] but
to our knowledge, these algorithms and solvers are only able to solve single objective
optimization problems. This limitation led to research for multi-objective exact solvers and
in 2016, PolySCIP was proposed [58].

PolySCIP employs a “Lifted Weight Space Approach” [58]. This approach first op-
timizes the objectives lexicographically. The weighted (single objective) optimization
problem from the first phase is optimized by using positive weight vectors. This guides the
algorithm in exploring the Pareto front in the problem space. If the new non-dominated
solution is found, the old solution (the one that has been dominated) is discarded and the
process continues until all non-dominated solutions are found. As a result, the outcome
is a Pareto front instead of just one solution. The method was proven mathematically in
finding all global optima by the authors.

4.2. Heuristic Algorithms

Heuristic algorithms can be simply described as a set of rules to follow. A rule can be
as simple as taking whatever that is the best in that particular instance (see Algorithm 1).
Numbers of variations of heuristic algorithms were used in solving both MCLP and
carsharing fleet management. Church and ReVelle [5] first proposed a heuristic algorithm,
which adds one facility location at a time. The latter has also been applied to solve shared
fleet placement problems [20,21] and is used in the comparative study in this work as well.

Algorithm 1: Greedy search algorithm
Data: Number of locations (N), Potential locations(L)
Result: List of selected locations(S)

1 S ← ∅
2 for l ∈ L do
3 evaluate location l using a fitness function
4 end
5 sort locations according to fitness score
6 S ← N best fitness location (l)
7 Return S

This heuristic algorithm relies on an iterative search. The algorithm starts with an
empty list of locations. Then, in each iteration, each location is evaluated according to
the fitness function. The algorithm then adds the location with the highest fitness score
in the list and that selected location is removed from the location pool, in order not to be
re-selected in the subsequent iteration. This algorithm has a complexity of O(sn) where s is
the number of (desired) stations and n is the number of street nodes. The pseudocode of
the algorithm is shown in Algorithm 2.
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Algorithm 2: Iterative search algorithm
Data: Number of locations (N), Potential locations(L)
Result: List of selected locations(S)

1 S ← ∅
2 for n ∈ {1 . . . N} do
3 for location(l) in L do
4 evaluate location l using a fitness function
5 end
6 sort location according to fitness score
7 S ← best fitness location
8 remove facilities that are covered by location l
9 end

10 Return S

Even though the algorithm was first introduced to solve single objective optimiza-
tion problems, there are several ways to adapt it to solve multi-objective problems, e.g.,
weighted sum, and ε-constraint. These variations can be extended further to yield an
approximated front as a result. Using a weighted sum approach, each objective fitness is
normalized as shown in Equation (1).

Fn =
Fa − LB

UB − LB
, (1)

where Fn is the normalised fitness and Fa is the actual fitness (e.g., coverage, walking dis-
tance, or bi-objective) before normalization. UB is the upper bound (the highest fitness) and
LB is the lower bound (the lowest fitness). With this weighted sum approach, the priority
of each objective can be adjusted as shown in Equation (2). The iterative search can be
launched multiple times with different weight ratios for each optimization objective. Let us
for instance assume that there is the following list of weights: [(0.1,0.8,0.1), (0.33, 0.33, 0.33),
(0.1, 0.1, 0.8)]. With these weights, up to three solutions can be reached.

Ft =
m

∑
i=1

wiFi (2)

where Ft is the total fitness score from the weighted sum and wi is the weight associated to
the objective i. Finally, Fi is the normalized fitness score of objective i. The granularity of
weights can also be adjusted at the cost of a higher computation cost since more combinations
of weights require more executions of the algorithm. Once a certain amount of solutions
(decided by the decision maker) is collected, an approximated front can be constructed.

In this work, we study six variants of heuristic algorithms based on the greedy and
iterative versions. They are;

1. Coverage-focused greedy algorithm;
2. Distance-focused greedy algorithm;
3. Bi-objective-focused greedy algorithm;
4. Coverage-focused iterative algorithm;
5. Distance-focused iterative algorithm;
6. Bi-objective-focused iterative algorithm.

The purpose is to establish a baseline for comparison and to evaluate the performance
of the state-of-the-art heuristic algorithms against other algorithms.

4.3. Non-Dominated Sorting Genetic Algorithm-II (NSGA-II)

In the Evolutionary Algorithm (EA) approach to solving a problem, a well known
concept called ‘metaheuristic’ can be concisely defined as a higher-level procedure or
strategy for a partial search. Hence, a global optimum is not guaranteed, but it generally
yields acceptable results. Metaheuristics usually contain a stochastic process, which make
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them non-deterministic. NSGA-II is a metaheuristic optimization algorithm that is based
on Pareto-dominance [45]. Pareto-dominance is defined as follows:

z � z′ ⇔∀i ∈ {1, 2, . . . , n}, zi ≤ z′i ∪
∃j ∈ {1, 2, . . . , n}, zj < z′j ,

where z and z′ are vectors of objectives in Z and z � z′ means z dominates z′. If the selected
solutions are both non-dominated, one of the parent solutions is selected at uniformly
random. Other metaheuristic algorithms in this category are Simple Evolution Algorithm
for multi-objective Optimization (SEAMO) [60], Strength Pareto Evolutionary Algorithm II
(SPEA2) [46], and Pareto Envelope-based Selection Algorithm (PESA) [61]. NSGA-II was
shown to be more efficient than the previously mentioned algorithms in a GSM antenna
location problem (a variant of FLP) [17].

Among these algorithms, NSGA-II is renowned due to its numerous proven appli-
cations. It is largely based on the Genetic Algorithm (GA), starting from population
initialization, selection of parents, crossover, and mutation to obtain a new population of
solutions. Individuals in both the parent and offspring populations are sorted according to
their rank, and the best solutions are chosen to create a new population. If individuals have
the same rank, a density estimation based on the crowding distance to the surrounding
individuals of the same rank is used. A new reference-point-based NSGA-II called NSGA-
III is proposed, with the intention on solving problems with three or more objectives [62].
Hence, in this work, NSGA-II is selected as the problem is bi-objective. The pseudocode of
NSGA-II is shown in Algorithm 3.

Algorithm 3: Nondominated Sorting Genetic Algorithm (NSGA-II)

1 population ← InitializePopulation (size)
2 Evaluate (population)
3 NondominatedSort (population)
4 CrowdingDistance (population)
5 while termination criteria are not yet satisfied do
6 parents ← TournamentDCD (population)
7 offspring ← recombination+mutation(parents)
8 Evaluate (offspring)
9 NondominatedSort (population + offspring)

10 CrowdingDistance (population + offspring)
11 population ← CrowdedComparison (population + offspring)
12 end
13 Return population

Next, the solution encoding population initialization and evolutionary operators
employed in NSGA-II to solve the fleet placement problem are presented in detail. More
details on NSGA-II’s specific operators can be found in [45].

Solution Encoding: A solution is a string of fleet locations denoted by ‘id numbers’
from Openstreetmap. An example is shown in Figure 3, blue dots are candidate fleet
locations on the streets. The shown numbers are ids from Openstreetmap. An example
solution contains five locations (location number 1 to 5). Naturally, it is one of many
possibilities in this example area. This encoding is more suitable than the binary encoding
due to the size of the problem instances, which can be exceedingly large (more than
100,000 street nodes is possible in reality). The encoding contains no order and swapping
genes in the chromosome does not change the fitness of the solution.
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Figure 3. Example of a chromosome representing a possible solution. Street nodes are represented
by IDs (numbers) and a solution is consisted of these IDs.

Population Initialization: A solution is initialized by randomly choosing (based on a
uniform distribution law) street nodes from all street nodes in a problem instance. Note
that each street node in the algorithm may at most be selected once in each solution during
the initialization.

Crossover: A two-point crossover is adopted in this work. The process randomly
selects two points in both solutions as starting and ending points for exchanging portions
and recombines these portions to create two new solutions as shown in Figure 4. Although,
this crossover process may introduce solutions with redundant placements, due to fitness
score calculation (e.g., redundant locations lead to lower coverage) those solutions will be
deemed as low quality and hence be eliminated in the next generation of selection. This
reduces the execution time of the algorithm.

Figure 4. Two-point crossover process.

Mutation: The uniform mutation operates a replacement coming from the pool of
all vehicle locations defined by street node IDs. Figure 5 illustrates the mutation operator
where Sample is a function to randomly pick one location from the pool and 1, 2, 3, . . . , n
denotes all street node IDs. However, if the replacement already exists in the current
solution, the process is repeated until a valid replacement is found. As mentioned before
in crossover, redundant solutions will be eliminated by the process.
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Figure 5. Uniform mutation process.

It is worth noting that evolutionary operators inherit known shortcomings such as
local optimal and plateau. Evolutionary operators in this work are no exception. Several
combinations of crossover and mutations have been experimented and none resulted in
guaranteed superiority over all others. This work focuses on the implementation of the
FPP model rather than finding suitable parameters and operators for the metaheuristic
algorithm (i.e., NSGA-II) under consideration. Therefore, it may be possible that adjust-
ment and tuning of evolutionary operators for their suitability may be necessary for its
application in some instances that share too few characteristics with instances in this work.

4.4. Multi-Objective Performance Metrics

Several multi-objective quality metrics exist, which can be categorized based on the
quality aspect that they assess, i.e., convergence (distance to the optima), diversity, and both
convergence and diversity altogether [33]. In this work, we consider the three commonly
used three indicators which measure the complementary aspects of the yielded solutions,
namely, Inverted Generational Distance (IGD) [63], Spread [45] and Hypervolume (HV) [33].
Since the exact Pareto front can only be computed on small size instances, for large instances
a reference front is obtained by combining the approximated Pareto fronts resulting from
the heuristic and metaheuristic algorithms.

Inverted Generational Distance (IGD) [63]: This metric measures the distance be-
tween the obtained approximated solutions and the Pareto front. IGD is defined in
Equation (3), where di is the Euclidean distance from point i in the approximated front to
the closest one in the Pareto front, and n is the number of solutions in the Pareto front.
IGD = 0 indicates that the evaluated Pareto front consists only of solutions from the
optimal Pareto front.

IGD =

√
∑k

i=1 d2
i

n
. (3)

Spread [45]: This metric measures the diversity of the obtained approximated front
and is defined as:

=
d f + dl + ∑N−1

i=1

∣∣di − d̄
∣∣

d f + dl + (N − 1)d̄
, (4)

where di is the Euclidean distance between consecutive solutions, d̄ is the mean of these
distances, and d f and dl are the Euclidean distances to the extreme solutions of the Pareto
front. A zero value indicates an ideal distribution, i.e., pointing out a perfect spread of the
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solutions in the evaluated set of solutions.

HV = volume

⎛⎝|Q|⋃
i=1

vi

⎞⎠ . (5)

Hypervolume [64]: This metric assesses both convergence and diversity of a Pareto
front. It calculates the m-dimensional volume (in the objective space) covered by the
solutions in the evaluated Pareto front Q and a dominated reference point W. For each
solution i ∈ Q, a hypercube vi is constructed with the reference point W and the solution
i as the diagonal corners of the hypercube. The hypervolume is calculated as the union
of all hypercubes, as shown in Equation (5). The higher the hypervolume the better the
algorithm performed.

5. Execution of the Proposed Model

This section is composed of three parts. The first two parts present the process of
building graphs from real street maps and the demographic data integration into the
graphs. The third part describes the parameters and environment the execution.

5.1. Building Graph Instances

Most of the public street maps are usually not available in a graph format. To build graphs,
street map data and footprints of the buildings are obtained from “OpenStreetMap” [65] using
“OSMnx” [66] and “NetworkX” [67] tools. Then, a simplified graph is created, it combines
a street map and buildings together with respect to the real position of the street nodes
and buildings in V. Each edge between a building and its nearest street node is built
using Open Source Routing Machine (OSRM) [54]. Edges are assigned a weight that is
proportional to the walking distance extracted from OSRM. An example of a resulting
instance is shown in Figure 6. Gray edges represent streets. The nodes on the streets
represent street nodes, while the nodes outside the streets represent buildings in the area.
Input data and parameters for all instances are summarized in Table 4.

Figure 6. LU2 instance. Blue nodes represent possible locations for carsharing stations. Yellow nodes
represent residential buildings.

5.2. Problem Instances

The performance of PolySCIP, heuristic algorithms (simple and iterative) and NSGA-II
algorithms is compared on three real instances; LU1, LU2, and MU1 as shown in Table 4.
LU1 is a small portion of Luxembourg city containing 63 street nodes and 47 buildings.
LU2 consists of 2 districts of Luxembourg city that contain a total of 2026 street nodes and
1063 buildings. MU1 is an inner part of the city of Munich, which contains 16,075 street
nodes and 21,816 buildings.

For the LU1 instance, the radius of the carsharing station (r) is set to zero and the
maximum walking distance for users (w) is 150 m for all evaluated algorithms. The number
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of stations is set to four. The LU1 setup is ideal for observing and understanding the
operational details of the evaluated algorithms.

The size of the LU2 graph reflects two city districts and is the smallest portion for
real-world planning (deemed by the business expert). The maximum acceptable walking
distance depends on the selected mode of transportation. Daniels and Mulley [53] show
that people are willing to walk significantly longer to take a train than a bus as long as
they deem it worthy. For carsharing, a realistic walking-to-the-car distance (w) is around
500 m [68]. The population is selected to match the real numbers reported by the city of
Luxembourg [69] and is distributed uniformly in residential buildings. The area covered
by a carsharing station has a radius (r) of 100 m, while the number of stations is set to 10.

The MU1 instance aims to evaluate the performance of algorithms on a city-wide
scale. The population in each district is taken from municipalities and is distributed
uniformly in residential buildings . We estimated the number of carsharing users at 2%
of the total population. The station radius (r) and walking distance (w) are the same as
in the LU2 instance, but the number of stations is increased to 100 stations. In all three
instances, carsharing users are distributed uniformly among available buildings on the
map. All of these settings have been defined by domain experts based on the study and
real deployment plan.

Table 4. Problem instances.

LU1 LU2 MU1

City Luxembourg Luxembourg Munich
Population 561 11,439 17,486
Number of carsharing stations ( f ) 4 10 10,072
Number of street nodes 63 2026 16,075
Number of residential buildings 47 1063 21,816
Maximum walking distance (w) 150 m 500 m 500 m
Carsharing station area radius (r) 0 m 100 m 100 m

5.3. Algorithms Implementation and Parameters

PolySCIP (version 4.0) and heuristic algorithms are deterministic and do not require
any parameters apart from those shown in Table 4. As NSGA-II is evolutionary based, it
requires initial population and parameters for GA operators. Table 4 reveals the values
adopted for these three instances. NSGA-II is executed for 30 times due to its stochastic
nature. We develop heuristic algorithms and NSGA-II using Python 3.7 and DEAP (a
library for metaheuristic algorithms) [70]. It is a common practice to include seed solutions
in the initial population of metaheuristic algorithms. In this work, these are injected into the
initial population as a seed solution from coverage-focused and distance-focused iterative
heuristic algorithms. The configurations for NSGA-II are mentioned in Table 5.

Table 5. NSGA-II configuration parameters.

LU1 Instance LU2 Instance MU1 Instance

Number of generations 400 400 400
Population size 20 50 100
Selection process Tournament Tournament Tournament
Crossover method 2-point crossover 2-point crossover 2-point crossover
Crossover rate 0.8 0.9 0.9
Mutation rate 0.01 1

#stations
1

#stations

6. Results

The results of each instance (LU1, LU2 and MU1) are represented as a scatter plot
where the x-axis represents the maximum walking distance (lower is better) and the y-
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axis represents the number of covered users (higher is better). Execution in this work is
performed on a single core of an Intel Xeon L5640 (2.26 GHz) with courtesy of University
of Luxembourg HPC.

6.1. Result of LU1 Instance

Figure 7 presents the obtained Pareto fronts from eight different algorithms and Table 6
provides the numerical results obtained for all evaluated algorithms. To simplify the table,
only two extreme points on both Pareto fronts are shown. The highest achieved coverage
is 391 users, which is yielded by the iterative heuristic algorithm, the exact method, and
NSGA-II. On the other hand, the lowest distance of 93.5 m is achieved using PolySCIP.

Table 6. Numerical results in LU1 instance. Only extreme solutions from the two Pareto fronts
are mentioned.

Covered Users Maximum Walking Distance (Meters)

PolySCIP (Best coverage) 391 149.528
PolySCIP (Best distance) 108 93.546
NSGA-II (Best coverage) 391 149.528
NSGA-II (Best distance) 203 106.4
Coverage Heuristic 348 148.491
Distance Heuristic 187 112.398
Bi-objective Heuristic 333 144.515
Coverage Iterative Heuristic 391 149.528
Distance Iterative Heuristic 87 106.4
Bi-objective Iterative Heuristic 358 144.401
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Figure 7. Results in the validation phase. The higher the value on the x axis (moving toward the
right), the better the distance objective is. The higher the value on y axis, the better the user coverage
objective is.

Overall, results from NSGA-II are debatably superior when both objectives are con-
sidered. The results are close to the optimum (106.4 from NSGA-II and distance-focused
iterative heuristic and 93.546 m from PolySCIP). In fact, the distance result from NSGA-II
is even better than its iterative counterpart as it covers more users. Figure 8 shows the
stations and their respective coverage in LU1 instance.
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Figure 8. A map showing a solution from NSGA-II that yields the highest user coverage and the
highest maximum walking distance. Covered buildings are depicted as nodes inside polygons.

For the IGD indicator (see Table 7), NSGA-II yields 3.02. This value is in accordance
to Figure 7 between a true Pareto and an approximated fronts. It can be seen that NSGA-
II achieved some of the solutions on the true Pareto front—especially the highest user
coverage solution.

Table 7. Comparing Pareto fronts for PolySCIP and NSGA-II.

IGD Spread HV

Exact method True Pareto front 0.488 0.449
NSGA-II 3.02 0.525 0.351

As for the spread indicator, the true Pareto front yields 0.488, while the NSGA-II
Pareto front yields 0.525. This means the diversity in the exact method Pareto front is better
than NSGA-II’s. This was due to the fact that the coverage objective overwhelmed the
distance objective leading to a cluster of solutions in the upper right region in Figure 7. The
hypervolume of the true Pareto front is 0.449 and the NSGA-II Pareto front yields 0.351.
The difference occurs because some solutions of NSGA-II are dominated by PolySCIP’s.

It is essential to note that PolySCIP was applicable for the LU1 instance due to its
small size. However due to the FPP complexity, for larger instances like LU2 and MU1,
PolySCIP became an enviable approach. This is elaborated in Sections 6.2 and 6.3.

6.2. Result of LU2 Instance

There is only one Pareto front from NSGA-II in Figure 9 since PolySCIP cannot
deliver the solutions even after 18 days and has a memory usage of 84 GB. The plot shows
that NSGA-II yields a higher coverage than the iterative heuristic coverage algorithm
when it takes the iterative methods’ solutions as seed solutions in the initial populations.
The highest achieved user coverage is 8421 users with a maximum walking distance of
399.8 m. On the other hand, the lowest maximum walking distance achieved is 135.7 m
with only 47 covered users. In Table 8, the best results from each category (i.e., simple
heuristic, iterative heuristic, and NSGA-II), are compared. It reveals that NSGA-II achieves
the highest user coverage and lowest walking distance among all algorithms. It can be
observed in Figure 9 that even though some residential buildings are located close to
carsharing stations, they are not covered. This is because the entrances of those buildings
(determined during the snapping process) are mapped on the opposite streets, which are
not covered by the stations. However, the number of such buildings is marginal and can
be neglected.
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Figure 9. NSGA-II’s Pareto front and heuristic algorithms’ solutions for LU2. The higher the value
on the x axis (moving towards the right), the better the distance objective is. The higher the value on
the y axis, the better the user coverage objective is.

Table 8. Comparing best results from each algorithm categories in LU2 instance.

Algorithm
Coverage Oriented Distance Oriented

Covered Users Walking Distance Covered Users Walking Distance

Simple Heuristic 2100 399.8 47 135.7
Iterative Heuristic 47 135.7 231 300
NSGA-II 8421 399.8 47 135.7

6.3. Result of MU1 Instance

Due to the larger input size of the MU1 instance and FPP being NP-hard, PolySCIP
cannot be employed. It takes 17 h to come up with one solution for iterative heuristic
algorithms, while it takes 26 min for NSGA-II to come up with an estimated front (read
Table 9). Their respective results are presented in Figure 10. The obtained results are
consistent with LU1 and LU2 instances. Table 9 presents the execution time of all algorithms.
Although simple heuristic algorithms take only 7 min to find a solution, the results are
not comparable to the others, which are more complex. From the results, NSGA-II also
achieves higher user coverage and shorter walking distance than the heuristics.

Table 9. Execution time for NSGA-II and heuristic algorithms on MU1. The measured time depicts
the execution time each algorithm takes to locate 100 stations.

Algorithm Execution Time

NSGA-II 26 min
Coverage Heuristic 7 min
Distance Heuristic 7 min
Bi-objective Heuristic 7 min
Coverage Iterative Heuristic 17 h
Distance Iterative Heuristic 17 h
Bi-objective Iterative Heuristic 17 h
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Figure 10. NSGA-II Pareto front and solutions of heuristic algorithms for the MU1 instance.

Figure 11 illustrates the NSGA-II fleet placement solution, which maximizes the
number of covered users. Red pins mark locations of the carsharing stations, while green
polygons show designated parking areas in inner Munich. All heuristic algorithms and
NSGA-II are also compared using 72 stations in MU1 instance to compare with the manual
allocation. Figure 12 shows that the manual allocation is of a lesser quality than some of
the (meta-)heuristic algorithms, the iterative coverage and bi-objective version in particular,
and NSGA-II. The comparison between the best results from each category of algorithm
and manual allocation is also shown in Table 10. The difference in results in terms of
user coverage is up to 50% (manual allocation being on the lower end), while the walking
distance is similar. The results also further stress the benefit of Pareto front in decision
making since it offers more options to choose from compared to the heuristic algorithms.

Figure 11. NSGA-II fleet placement solution which maximises user coverage in the city of Munich.
Red pins are locations of the carsharing station. Green zones indicate the inner area of Munich.
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Figure 12. NSGA-II approximated Pareto front and solutions of heuristic algorithms in MU1 instance
compared to the manual allocation (72 stations).

From the MU1 instance results, iterative heuristic approaches may still be possible but
usually at the expense of extremely high computation time. Moreover, discovering suitable
heuristics is problematic in its own. This is where the use of metaheuristic algorithms (e.g.,
NSGA-II) is proven to be more effective in term of solution qualities and computation time.

Table 10. Comparing the best results from each algorithm categories and manual allocation in
MU1 instance.

Instance Algorithm
Coverage Oriented Distance Oriented

Covered Users Walking Distance Covered Users Access Distance

Simulation
Simple Heuristic 3421 399.4 1091 378.6
Iterative Heuristic 14,892 399.8 1214 376.1
NSGA-II 14,892 399.8 1256 375.2

Real-world

Simple Heuristic 2291 399.8 1124 375.9
Iterative Heuristic 13,224 399.8 986 374.2
NSGA-II 13,224 399.8 986 374.2
Manual Allocation 7864 399.8 7864 399.8

6.4. Discussion

Efficiency and performance: When optimality is of real concern, PolySCIP is best
applied. However, its high execution time and memory requirements make it inapplicable
in practice where the instance is anything greater than 1390 street nodes and 1063 buildings.
PolySCIP was unable to find a solution at an acceptable time (unfinished even after 18 days),
and these numbers do not represent anything close to the size of a typical large city.

Greedy algorithms, on the other hand, have the lowest execution time of all, but
their results are unacceptable for practical applications due to their low user coverage.
The underperformance of basic heuristic algorithms is alleviated in the iterative version,
however, it comes with an additional computation cost. Despite the low execution time
for a small instance, it becomes an issue in a larger instance. In the MU1 instance, the
simulations took 17 h to locate 100 carsharing stations (on Intel Xeon L5640 at 2.26 GHz
and over 128 GB or memory).Increasing the number of stations or increasing the size of the
analyzed area will increase the execution time (in a factorial term, n!, where n is a number
of locations) and can make it impractical.

NSGA-II’s main advantages are the approximated front, the ability to cope with the
size of problem instance, and the ability to improve existing solutions even further if
possible. NSGA-II is 30 times faster than iterative algorithms and is still able to produce
alternative solutions without needing to rerun the algorithm and change weights (in a
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bi-objective iterative algorithm). These properties make NSGA-II an attractive choice
in finding applicable fleet placement solutions, additionally it yields a better quality
solution in term of coverage than the manual allocation, which usually takes a much
longer execution time.

Coverage vs. walking distance: After observing the coverage quality of distance-
oriented algorithms, we found that the after the minimization of walking distance, the
distance is only marginally reduced. Further analysis was carried out on the MU1 instance,
with an equal weight of 0.5 to both objectives for bi-objective-focused iterative algorithm.
The solution should be at (−397, 3000) in the approximated Pareto front in Figure 10.
However, it is located at (−399, 14,700) instead. There are also solutions where the walking
distance and user coverage are low, this is because they place stations away from crowded
areas and situate the stations near a few buildings, hence, claiming the low maximum
walking distance and yield lower user coverage (see Figure 13). The decrease in walking
distance (in those solutions) only translates to a two to three minutes difference on foot.

The marginal difference in walking distance can be explained by the nature of the
city. Users are clustered in a densely populated area. If a carsharing station is placed in
such an environment, there would be users at the edge of the coverage, which makes the
maximum walking distance for users to be as high as the maximum coverage distance. A
station can be relocated to lower the walking distance, but the user coverage is also likely
to be lower in the process. On the other hand, the walking distance can be drastically low
if carsharing stations are located in an uninhabited area, but this would be detrimental
to the user coverage objective and contradicts the main purpose of a carsharing service.
Hence, in this work, we have shown the effect of walking distance objective in carsharing
fleet placement.

Figure 13. A solution that yields a low global walking distance, but also yields low user coverage.

7. Conclusions

This work proves that realistic Fleet Management Problem is an NP-hard problem,
Apart from suggesting that exact and optimal solutions may not be realizable, it paves way
to the application of heuristic and metaheuristic algorithms. This work proposed a novel
methodology in optimizing fleet placement in station-based round-trip carsharing and
suggests how such problems can be modeled. It is among the first to model the problem
of fleet placement in carsharing and to apply a state-of-the-art optimization algorithm in
attempting to determine satisfactory solutions. A set of heuristic, metaheuristic (NSGA-II),
and exact (multi-criteria solver) algorithms have been applied and their performance evalu-
ated on three instances with two objectives, i.e.,maximizing the number of carsharing users
and minimizing the maximum global walking-to-the-car distance, under consideration.
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This work is also the first to use real and exact instances (instead of just an abstract)
for the study. Three different instances have been used, and each has its own characteristics
with different sizes and objectives to reflect real world demand. The proposed method
demonstrates that NSGA-II is superior to the manual allocation by a significant margin
in user coverage and in terms of approximated Pareto front, and presents a number
of solutions for decision makers to choose from. Solutions from our proposed method
are also more efficient in terms of both user coverage and walking distance. While a
metaheuristic approach has received much attention lately, this works affirms its application
in transportation and Fleet Management Problem, in particular. The model proposed
ought to be a good starting point in solving similar problems for further research among
transportation and logistic communities.

Future work could apply the proposed approach to other cities such as London,
Athens, and Paris. Additional objectives such as car fleet utilization, car fleet size, and
the number of stations may also be included, since these are also real concerns after the
initial launch of the carsharing business. A tailor-made metaheuristic algorithm may also
be invented with the Fleet Management problem in mind too.

Author Contributions: Conceptualization, B.C., D.K. and P.B.; methodology, B.C., Grégoire Danoy,
M.B. and F.G.; software, B.C.; validation, B.C., J.M. and K.L.; formal analysis, B.C., F.G. and J.M.;
investigation, B.C. and D.K.; resources, D.K. and P.B.; data curation, B.C.; writing—original draft
preparation, B.C., G.D. and D.K.; writing—review and editing, B.C. and K.L.; visualization, B.C.;
supervision, P.B. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. CarsharingNews. Carsharing Anbieter. 2019. Available online: https://www.carsharing-news.de/carsharing-anbieter/
(accessed on 3 April 2019).

2. Deloitte. Car Sharing in Europe: Business Models, National Variations and Upcoming Disruptions. 2017. Available online:
https://www2.deloitte.com/content/dam/Deloitte/de/Documents/consumer-industrial-products/CIP-Automotive-Car-Sharing-
in-Europe.pdf (accessed on 29 August 2017).

3. Luè, A.; Colorni, A.; Nocerino, R.; Paruscio, V. Green move: An innovative electric vehicle-sharing system. Procedia-Soc. Behav.
Sci. 2012, 48, 2978–2987. [CrossRef]

4. Reichert, A.; Holz-Rau, C. Mode use in long-distance travel. J. Transp. Land Use 2015, 8, 87–105. [CrossRef]
5. Church, R.; ReVelle, C. The maximal covering location problem. In Papers of the Regional Science Association; Springer: Berlin/Hei-

delberg, Germany, 1974; Volume 32, pp. 101–118.
6. Megiddo, N.; Supowit, K.J. On the complexity of some common geometric location problems. SIAM J. Comput. 1984, 13, 182–196.

[CrossRef]
7. Seargeant, D.B. The Maximal Covering Location Problem: An Application in Reproductive Health Services. Ph.D. Thesis,

University of California, Los Angeles, CA, USA, 2012.
8. Schmid, V.; Doerner, K.F. Ambulance location and relocation problems with time-dependent travel times. Eur. J. Oper. Res. 2010,

207, 1293–1303. [CrossRef] [PubMed]
9. Ghaffarinasab, N.; Motallebzadeh, A. Hub interdiction problem variants: Models and metaheuristic solution algorithms. Eur. J.

Oper. Res. 2018, 267, 496–512. [CrossRef]
10. Xiao, N.; Bennett, D.A.; Armstrong, M.P. Using evolutionary algorithms to generate alternatives for multiobjective site-search

problems. Environ. Plan. A 2002, 34, 639–656. [CrossRef]
11. Kim, K.; Murray, A.T. Enhancing spatial representation in primary and secondary coverage location modeling. J. Reg. Sci. 2008,

48, 745–768. [CrossRef]
12. Malekpoor, H.; Chalvatzis, K.; Mishra, N.; Ramudhin, A. A hybrid approach of vikor and bi-objective integer linear programming

for electrification planning in a disaster relief camp. Ann. Oper. Res. 2018, 283, 443–469. [CrossRef]
13. Megiddo, N.; Tamir, A. On the complexity of locating linear facilities in the plane. Oper. Res. Lett. 1982, 1, 194–197. [CrossRef]
14. Laporte, G.; Nickel, S.; da Gama, F.S. Location Science; Springer: Berlin/Heidelberg, Germany, 2015; Volume 528.

153



Appl. Sci. 2021, 11, 11393

15. Sakai, T.; Kawamura, K.; Hyodo, T. The relationship between commodity types, spatial characteristics, and distance optimality of
logistics facilities. J. Transp. Land Use 2018, 11, 575–591. [CrossRef]

16. Razi, N.; Karatas, M. A multi-objective model for locating search and rescue boats. Eur. J. Oper. Res. 2016, 254, 279–293. [CrossRef]
17. Raisanen, L.; Whitaker, R.M. Comparison and evaluation of multiple objective genetic algorithms for the antenna placement

problem. Mob. Netw. Appl. 2005, 10, 79–88. [CrossRef]
18. Vasquez, M.; Hao, J.K. A heuristic approach for antenna positioning in cellular networks. J. Heuristics 2001, 7, 443–472. [CrossRef]
19. Awasthi, A.; Breuil, D.; Chauhan, S.S.; Parent, M.; Reveillere, T. A multicriteria decision making approach for carsharing stations

selection. J. Decis. Syst. 2007, 16, 57–78. [CrossRef]
20. Kumar, P.; Bierlaire, M. Optimizing locations for a vehicle sharing system. In Proceedings of the Swiss Transport Research

Conference, Number EPFL-CONF-195890, Ascona, Switzerland, 2–4 May 2012.
21. Boyacı, B.; Zografos, K.G.; Geroliminis, N. An optimization framework for the development of efficient one-way car-sharing

systems. Eur. J. Oper. Res. 2015, 240, 718–733. [CrossRef]
22. Lage, M.; Machado, C.; Berssaneti, F.; Quintanilha, J. A method to define the spatial stations location in a carsharing system in

São Paulo–Brazil. Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci. 2018, XLII-4/W11, 27–32. [CrossRef]
23. Schwer, J.; Timpf, S. Local-Level Site-Selection Model for Integrated Carsharing Services. GI_Forum 2016, 4, 243–249. [CrossRef]
24. Calık, H.; Fortz, B. Location of stations in a one-way electric car sharing system. In Proceedings of the 2017 IEEE Symposium on

Computers and Communications (ISCC), Heraklion, Greece, 3–6 July 2017; pp. 134–139.
25. Jiao, Z.; Ran, L.; Chen, J.; Meng, H.; Li, C. Data-driven approach to operation and location considering range anxiety of one-way

electric vehicles sharing system. Energy Procedia 2017, 105, 2287–2294. [CrossRef]
26. Brandstätter, G.; Kahr, M.; Leitner, M. Determining optimal locations for charging stations of electric car-sharing systems under

stochastic demand. Transp. Res. Part B Methodol. 2017, 104, 17–35. [CrossRef]
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Abstract: Stock portfolio management consists of defining how some investment resources should
be allocated to a set of stocks. It is an important component in the functioning of modern societies
throughout the world. However, it faces important theoretical and practical challenges. The contri-
bution of this work is two-fold: first, to describe an approach that comprehensively addresses the
main activities carried out by practitioners during portfolio management (price forecasting, stock
selection and portfolio optimization) and, second, to consider uptrends and downtrends in prices.
Both aspects are relevant for practitioners but, to the best of our knowledge, the literature does not
have an approach addressing them together. We propose to do it by exploiting various computational
intelligence techniques. The assessment of the proposal shows that further improvements to the
procedure are obtained when considering downtrends and that the procedure allows obtaining
portfolios with better returns than those produced by the considered benchmarks. These results
indicate that practitioners should consider the proposed procedure as a complement to their current
methodologies in managing stock portfolios.

Keywords: short selling; stock portfolios; artificial neural networks; evolutionary algorithms;
computational intelligence

1. Introduction

Both individual and organizational investors commonly seek to take profits from stock
markets. Among the different ways to exploit these markets, the literature has focused
on the idea of buying cheap and selling expensive. The authors of [1] point out that
there is an assumption in classical portfolio theory to manage the selected assets with the
simplest trading strategy, which is a buy-and-hold approach. However, it is also common
for practitioners to also seek profits when prices go down. There are several mechanisms
that allow an investor to take profits in this situation (e.g., [2–4]).

Investing in stocks when their prices are expected to rise is known as opening a long
position. In this scenario, the investor adopts the idea that stocks should be bought when
they are the cheapest and sold when they are as expensive as possible; the difference
between selling and buying prices constitutes the investor’s basic earning. On the other
hand, opening a short position means that the investor expects the stock prices to go down.
According to [5], short selling allows the investor to profit from their belief that the price
of a security will decline. Moreover, short selling is used by top-down and quantitative
managers as a part of a neutral strategy (cf. [5]). In this case, the investor can, for example,
borrow shares of the stock, sell them in this very moment and commit to return them at a
moment in the future; so, to return them, the investor will have to buy them at whatever the
price of the stock is at that moment in the future. Therefore, the earning of the investment
here is also calculated as the difference between the selling and buying prices—just that the
sell is produced first.
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The highly complex decision-making process of allocating resources considering both
uptrends and downtrends of prices requires sophisticated models and tools to achieve
competitive results. Thus, this work proposes a comprehensive procedure based on com-
putational intelligence that aids defining how investors should allocate their resources in
the presence of both scenarios.

First, an artificial neural network (ANN) (cf. [6]) is used to estimate future prices.
There are evident tendencies in the literature showing that ANNs have high accuracy,
fast prediction speed and clear superiority in predictions related to financial markets
(e.g., [7–9]). To perform these estimations, the ANN takes historical performances of the
stocks considering the most common factors of the literature, such as stock prices and
financial ratios (cf. [10]). Some additional financial indicators are used here to determine if
the forecasted tendency (that the price will go up or down) is supported. These indicators
are taken from the so-called fundamental analysis, a type of indicators often considered
by practitioners (cf. [11]). Evolutionary algorithms (EAs) are then used to ponder these
indicators altogether with the price estimation and determine which stocks should be
considered by the investor for investment, either with a downtrend or an uptrend. Finally,
EAs are also used to determine how much of the resources should be allocated to each
of the selected stocks on the basis of statistical analysis to historical data. Here, only
historical prices of the selected stocks are taken into consideration according to the approach
described in [12].

The literature review presented in Section 3 shows that, although there are studies
that consider both uptrends and downtrends in stock prices, as far as we know, there are
no published works that comprehensively address the problem the way that is proposed
here. That is, not only taking advantage of a future increase in prices by opening long
positions but also taking advantage of future decrease in prices by opening short positions,
while also forecasting stock prices, selecting the most plausible stocks and optimizing the
stock portfolio. Our hypothesis is that a procedure that effectively implements all this
provides better overall earnings for the investor. The hypothesis is based on the activities
and interests of practitioners. We test this hypothesis by using extensive experiments with
actual historical data.

The rest of the paper is structured as follows. Section 2 describes the fundamental
theories that support this research. Section 3 presents the related literature. Section 4
describes the details of the techniques that compose the proposed procedure. In Section 5,
we explained the experiments to test this work’s hypothesis. Finally, Section 6 concludes
this paper.

2. Background

This section provides a brief overview of the concepts and methods used in the
proposed approach. These concepts and methods are (i) fundamental analysis, (ii) artificial
neural networks and (iii) evolutionary multi-objective optimization. Furthermore, we
provide a short description of multiobjective optimization problems in order to present a
complete theoretical basis of the proposed approach.

2.1. Fundamental Analysis

One of the most used sources of information in the management of stock portfolios
comes from the so-called fundamental analysis. The fundamental indicators provided by
this analysis allow the practitioner to evaluate stocks from multiple perspectives. Such
indicators are constructed from the financial statements that the companies (underlying the
stocks) present publicly on a regular basis.

Fundamental indicators provide information that is often exploited in the literature
to forecast future stock performance and to select the most competitive stocks. These
indicators can be used both qualitatively and quantitatively. Regarding the latter, the
financial information published by companies is synthesized in the form of ratios that shed
light on the current state of the company, providing remarkable information on what can
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be expected from the financial health of the company and the possible future price of its
stock. When this analysis is used in the literature, the fundamental indicators are usually
aggregated in an overall assessment value that requires subjective preferences from the
practitioner (cf. e.g., [13]); however, the aggregation procedure is not straightforward and
represents an important challenge.

On the other hand, different fundamental indicators could be more convenient for
companies with different types of activities ([14]). Some fundamental indicators that can be
used for trans-business companies are described in Section 4.1 (cf. [10,11,13,14]).

2.2. Artificial Neural Networks

Artificial neural networks are nowadays very popular among techniques from com-
putational intelligence that have been used for many applications, such as classification,
clustering, pattern recognition and prediction in diverse scientific and technological disci-
plines ([15,16]). Similarly to other computational intelligence techniques, applications of
ANN are very diversified due to its capability to model systems and phenomena from the
fields of sciences, engineering and social sciences.

Analogously to a nervous system, an ANN is built from neurons, which are the
basic elements for processing signals. Neurons are interconnected to form a network,
with additional connections (synaptic relations) for input and output signals. Weights
are assigned to each of these and other connection. The computing of suitable values for
these weights is performed by training algorithms. An ANN needs to be trained before
it can be used by using data from the system or phenomenon to model. Neurons are
configured to form layers, in which neurons have parallel connections for inputs and
outputs. ANN complexity varies from a network with a single layer of a single neuron to
networks with several layers, each having several neurons. Networks with only forward
connections are known as feedforward networks. Networks with forward and backward
connections are known as feedbackward networks ([15]). The term deep learning refers to
ANN with complex multilayers ([17]). Roughly speaking, deep learning has more complex
connections between layers and also more neurons than previous types of networks. Some
neural networks that form deep learning networks are convolutional networks, recursive
networks and recurrent networks.

2.3. Multi-Objective Optimization Problem

Without loss of generality, a multi-objective optimization problem (MOP) can be
defined in terms of maximization (although minimization is also common) as follows:

maximize F(x) = [ f1(x), f2(x), . . . , fk(x)]�

subject to x ∈ Ω

where Ω is the set of decision variable vectors x = [x1, x2, . . . , xm)]� that fulfill the set of
constraints of the problem, and then F : Ω → Rk, where Rk is the so-called objective space.

It is evident that the notation used here states that all functions fi (objectives) should be
maximized; however, it is also possible that one requires some functions fi to be minimized
instead. To keep standard notation, we assume that the latter can be simply achieved by
multiplying the minimizing function by −1.

In the context of stock portfolio management, the functions fi are usually in conflict
with each other. This means that improving f j deteriorates fk for some j �= k. Therefore,
there is no solution x ∈ Ω that maximizes all the k objectives simultaneously. Nevertheless,
it is still possible to define some solutions x that poses the best characteristics in terms
of their impact on the objectives; this is commonly carried out through Pareto optimality
(cf. [18]).

Let u, vs. ∈ Rk denote impacts of solutions x and y, respectively. u dominates v if and
only if ui ≥ vi for all i = 1, . . . , k, and uj > vj for at least one j = 1, . . . , k. Then, a solution
x∗ ∈ Ω is Pareto optimal if there is no solution y ∈ Ω such that F(y) dominates F(x∗). Note
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that there can be more than one Pareto optimal solution. The set of all the Pareto optimal
solutions is called the Pareto set (PS), and the set of all their corresponding objective vectors
is the Pareto front (PF).

2.4. Evolutionary Multi-Objective Optimization

Multi-objective evolutionary algorithms (MOEAs) are high-level procedures designed
to discover good enough solutions to MOPs (solutions that are close to the global optimum).
They are especially useful with incomplete or imperfect information or a limited computing
capacity ([19]).

MOEAs address MOPs using principles from biological evolution. They use a pop-
ulation of individuals, each representing a solution to the MOP. The individuals in the
population reproduce among them, using so-called evolutionary operators (selection,
crossover, mutation), to produce a new generation of individuals. Often, this new genera-
tion of individuals is composed of both parents and children that posses the best fitness; this
fitness represents the impact on the objectives of the MOP. Since each individual encodes a
solution to the MOP, MOEAs can approximate a set of trade-off alternatives simultaneously

The performance of MOEAs has been assessed in different fields (e.g., [20,21]). They
have been widely accepted as convenient tools for addressing the problem of stock portfolio
management ([10–12]). The main goal of MOEAs is to find a set of solutions that approxi-
mate the true Pareto front in terms of convergence and diversity. Convergence refers to
determining the solutions that belong to the PF, while diversity refers to determining the
solutions that best represent all the PF. Thus, the intervention of the decision maker is not
traditionally used in the process. Thus, rather little interest has been paid in the literature
to choosing one of the efficient solutions as the final one in contrast to the interest paid in
approximating the whole Pareto front.

Usually, two types of MOEAs are highlighted in the literature: differential evolution
and genetic algorithms. Differential evolution (DE) has been found to be very simple
and effective ([22]), particularly when addressing non-linear single-objective optimization
problems ([23,24]). On the other hand, in a genetic algorithm (GA), solutions to a prob-
lem are sought in the form of strings of characters (the best representations are usually
those that reflect something about the problem that is being addressed), virtually always
applying recombination operators such as crossing, selection and mutation operators. GAs
compose one of the most popular meta-heuristics applied to the Portfolio Optimization
Problem ([12]).

As a very effective and efficient way to address MOPs, the authors of ([25]) exploited
the idea of creating subproblems underlying the original optimization problem. This
way, addressing these subproblems the algorithm proposed in ([25]) indirectly addresses
the original problem. In that work, the so-called Multiobjective Evolutionary Algorithm
Based on Decomposition (MOEA/D) was presented. The goal of MOEA/D is to create
subproblems such that, for each subproblem, a simpler optimization problem can be more
effectively and efficiently addressed; each subproblem consists on the aggregation of all
the objectives through a scalar function. MOEA/D was extended to the context of interval
numbers in [12].

3. Literature Review

There are many contributions to portfolio management literature in recent years. In
this section, we give an overview of some recent and relevant works on the following
subjects: price forecasting, stock selection and portfolio optimization, as well as works
on portfolio management by algorithms that exploits both uptrends and downtrends in
stock prices.

Due to the non-linearity of stock data, a model developed using traditional approaches
with single intelligent techniques may not use the resources in an effective way. Therefore,
there is a need for developing a hybridization of intelligent techniques for an effective
predictive model [26].
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3.1. Portfolio Management: Price Forecasting, Stock Selection and Portfolio Optimization

In recent years, there have been plenty of contributions on price forecasting based
on either statistical or computational intelligence methods (see [10,27]). The stock market
is characterized by extreme fluctuations, non-linearity, and shifts in internal and external
environmental variables. Artificial intelligence techniques can detect such non-linearity,
resulting in much-improved forecast results [28].

Among the computational intelligence methods used for price forecasting are deep
learning (e.g., [29–32]) and machine learning (e.g., [33–35]). In [10], a hybrid stock selection
model with a stock prediction stage based on an artificial neural network (ANN) trained
with the extreme learning machine (ELM) training algorithm ([6,36]) was proposed. The
ELM algorithm has been tested for financial market prediction in other works (see [7–9]).

There are important works on methods for stock selection, which have several different
fundamental theories, from operations research methods (e.g., [37,38]) to approaches
originating in modern portfolio theory (Mean-variance model) (e.g., [38,39]) and soft
computing methods (e.g., [40,41]), including hybrid approaches (e.g., [10,42,43]).

The fundamental theory for portfolio optimization is Markowitz’s mean-variance
model ([44]). Its formulation marked the beginning of Modern portfolio theory ([45]). How-
ever, Markowitz’s original model is considered too basic since it neglects real-world issues
related to investors, trading limitations, portfolio size and others ([43]). For evaluating
a portfolio’s performance, the model is based on measuring the expected return and the
risk; the latter is represented by the variance in the portfolio’s historical returns. Since
the variance takes into account both negative and positive deviations, other risk measures
have been proposed, such as the Conditional Value at Risk (CVaR) ([46,47]). As a result,
numerous works have improved the model, creating more risk measures and proposing
restrictions that bring them closer to practical aspects of stock market trading ([27]). Conse-
quently, many optimization methods based on exact algorithms (e.g., [48–55]) and heuristic
and hybrid optimization (e.g., [29,56–65]) have been proposed to solve the emerging port-
folio optimization models ([27,40,45]).

According to [12], the investor or decision maker in the portfolio selection problem
manages a multiple criteria problem in which, along with the objective of return maximiza-
tion, he/she faces the uncertainty of risk. Different attitudes assumed by decision makers
may lead them to select different alternatives. A way of modeling both risk and subjectivity
of the decision maker in terms of significant confidence intervals was first proposed in [12].
The probabilistic confidence intervals of the portfolio returns characterize the portfolios
during the optimization. The optimization is performed by means of a widely accepted
decomposition-based evolutionary algorithm, the MOEA/D ([25,66]). This approach is
inspired on the independent works of ([67,68]) on interval analysis theory.

3.2. Exploiting Uptrends and Downtrends in Strategies for Stock Investment

Regarding alternative strategies to the known buy-and-hold approach for stock in-
vestment, in ([69]), the authors propose two new trading strategies to outperform the
buy-and-hold approach, which is based on the efficient market hypothesis. The proposed
strategies are based on a generalized time-dependent strategy proposed in ([70]) but pro-
pose different timing for changing the buying/selling position. According to ([71]), the
decision to adopt a long or short position in an asset requires a view of its immediate future
price movements. A typical short seller would have to assess the potential future behavior
of the asset price by means of evaluating several factors, such as past returns and market
effects as well as and technical indicators, such as market ratios ([71]). There are a few
works published in the literature to address the problem of trading strategies for the short
position. An interesting work that considers not only the short position but both the short
and long position is ([72]), in which a simultaneous long-short trading strategy (SLS) is
proposed. Such a strategy is based partially on the property that a positive gain with zero
initial investment is expected, which holds for all discrete and continuous price processes
with independent multiplicative growth and a constant trend. Other works based on SLS
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are ([73–75]). However, these works show the results of the algorithm on a previously
defined stock portfolio, unlike the proposed approach that comprehensively performs price
forecasting, stock selection and portfolio optimization in the presence of both uptrends
and downtrends.

4. Methods and Materials

The procedure followed here consists of applying several techniques from the so-called
computational intelligence to address the complexity of stock investments in the presence
of both increasing and decreasing prices. Future stock prices are forecasted using an ANN,
as well as the tendency that such prices will show. These estimations are then combined
with certain indicators from the fundamental analysis to define the stocks that will likely
receive resources (the selected stocks). Finally, another evolutionary algorithm is used to
optimize portfolios, i.e., to define the proportions of resources to be allocated to each stock.

4.1. An Artificial Neural Network to Estimate Future Prices

In this work, the immediate next period price of the considered stocks are estimated
by means of an ANN. Following the recommendations of ([6,10,36]), we use a single-layer
feedforward network (whose setting is created once per each stock) and train the ANN
by means of the so-called extreme learning machine algorithm because of its superior
capacities in similar problems to the one addressed here (cf. [7–9]).

The ANN works independently per stock to estimate its price in the subsequent
immediate period. The return of each stock is used as the target variable, while thirteen
variables are used as input to train the ANN. Let rt denote the stock return for a given
period t. rt is calculated from the stock price for that period (pt) and the immediate previous
one (pt−1), as defined by Equation (1).

rt =
pt − pt−1

pt−1
(1)

The high complexity involved in forecasting future stock prices requires one to con-
sider a variety of transaction data as explanatory variables. Therefore, we followed the
recommendations provided in ([10,76,77]) to determine sixteen transaction data as explana-
tory variables to the forecasting model used here. The sixteen input variables are described
as follows:

Close price. Last transacted price of the stock before the market officially closes.
Open Price. First price of the stock at which it was traded at the open of the period’s
trading.
High. Highest price of the stock in the period’s trading.
Low. Lowest price of the stock in the period’s trading.
Average Price. Average price of the stock in the period’s trading.
Market Capitalization. Price per share multiplied by the number of outstanding shares
of a publicly held company.
Return Rate. Profit on an investment over a period, expressed as a proportion of the
original investment.
Volume. Number of shares traded (or their equivalent in money) of a stock in a given
period.
Total asset turnover. Net sales over the average value of total assets on the company’s
balance sheet between the beginning and the end of the period.
Fixed asset turnover. Net sales over the average value of fixed assets.
Volatility. Standard deviation of prices.
General Capital. Number of preferred and common shares that a company is autho-
rized to issue.
Price to Earnings. Market value per share over earnings per share.
Price to Book. Market price per share over book value per share.
Price to Sales. Market price per share over revenue per share.
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Price to Cash Flow. Market price per share over operating cash flow per share.

The training process consists of taking sixty historical values for these sixteen variables
randomly out of a set of ninety historical periods and leaving the rest of values to test the
ANN. After the ANN is trained, two errors are computed: training error and testing error.
The lower the testing error, the better the predictive capacity the ANN has. Nevertheless,
since the extreme learning machine algorithm uses a random procedure to compute the
weights and bias of the network, we do not always obtain the same results. Therefore, we
run the algorithm na times and chose the one with better results. It is important to highlight
that each input variable is normalized taking into account the sixty periods of the training
data (the target variable is not normalized).

As mentioned before, our approach seeks to take advantage of market downtrends. To
achieve this, we use the ANN’s forecast. A long or a short position will be chosen according
to the forecasted value of the return; that is, if the forecasted value for a stock return is
positive, a long position is chosen, otherwise a short position is chosen

4.2. Evolutionary Algorithms to Select Stocks

It is common that practitioners use indicators from the so-called fundamental analysis
to assess the financial health of stocks. Besides these indicators, here, we use the stock
prices and tendencies forecasted by the ANN to define which stocks should be further
considered for investment. To ponder all these values, we establish an optimization problem
following the recommendations in ([78]) and use an evolutionary algorithm to address it as
recommended in ([10]).

Let S = {s1, s2, . . . , card(S)} be the set of considered stocks, vj(si) be the evaluation of
stock si on the jth indicator, j = 1, . . . , N (for the sake of simplicity, assume that v1 is the
forecasted return as calculated by Equation (1)), and wi be the relative importance of each
indicator and forecasted return (the latter is denoted by w1). The score of stock si can be
calculated as follows (cf. [10,79]):

score(si) =
N

∑
J=1

wjvj(si) (2)

Since increasing vj(si) for j = 1, . . . , N indicates the convenience of the stock, de-
termining the most appropriate values for wj becomes crucial to determining the most
plausible stocks as those that maximize Equation (2).

If we want to take advantage of market downtrends, sometimes we will be interested
in obtaining the more negative returns to invest in a short position. To implement this
idea, the value of each factor vj is taken as positive or negative according to the prediction
given by the ANN model on the previous stage. Namely, if the ANN model predicts a
positive stock return, a long position will be chosen for this stock and the factor values are
taken as they are. However, if the ANN model predicts a negative stock return, a short
position is chosen for this stock and the return and each factor value are multiplied by −1,
so Equation (2) is still valid.

To determine the most convenient values for wj (j = 1, . . . , N), we use the function
recommended in ([78]). Let us define this function.

For a given historical period t, a set of predefined weights will allow one to determine
the score of each stock; thus, the top, say, 5% of the stocks can be selected. These top stocks
constitute the set of “selected” stocks, and the rest constitute the set of “non-selected” stocks
for period t. Let Rt

selected and Rt
non−selected be the average returns of the stocks in these sets

(as calculated by Equation (1)), respectively. The convenience of the predefined weights is
then calculated as the arithmetic difference between the average returns of the selected and
non-selected stocks that they produce, that is:

Maximize ξ(W) =
1
T

T

∑
t=1

(Rt
selected − Rt

non−selected) (3)
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where T is the number of historical returns used to assess the weights in W, W =
[w1, w2, . . . , wN ]

� and ξ(W) is the convenience of the weights in W.
As was stated in Section 2.4, the differential evolution (DE) algorithm has been found

to be highly effective in non-linear mono-objective optimization problems, especially
in problems related to financial problems ([11,23,24]); therefore, this type of algorithm
represents serious advantages over other optimization algorithms, particularly over other
meta-heuristics. We use here a basic version of the DE algorithm as presented by Algoritm 1
in ([80]). Let us describe this algorithm.

To determine the best values for wj (i = 1, . . . , N), the decision variables considered
by the DE will be the values wj such that each individual in the DE will contain the values
for wj fulfilling the constraints of the problem: wj ≥ 0 and ∑N

j=1 wj = 1.
Lines 1–8 of Algorithm 1 randomly initialize the population of the DE; that is, the lines

initialize feasible individuals by placing them in a random position within the search space.
To ensure feasibility, the values for wj in each individual are normalized in Lines 5 and 6.

The parameters used by the DE algorithm consist of a crossover probability, CR ∈
[0, 1], a differential weight, F ∈ [0, 2], and a number of individuals in the population,
populationsize ≥ 4. Each individual in the population is represented by a real-valued vector
z = [z1, z2, . . . , zN ]

�, where zj is the value assigned to the jth decision variable and N is the
number of decision variables (in Problem (2), the decision variables are the N weights). The
termination criterion used here for the search procedure consists of a predefined number of
iterations (generations). The evolutionary process is performed in Lines 9–22. Here, for
each generation of the DE, the solutions in the population are evolved such that the new
population is composed of the best solutions found so far. Finally, the best solution found
overall is selected in Line 23.

Algorithm 1 Differential evolution used to address Problem (3).

Require: Niterations, CR, F, populationsize
Ensure: The values w1, w2, . . . , wN found that best solves Problem (3)

1: P ← ∅
2: i ← 1
3: while (i ≤ populationsize) do
4: Randomly, define zk ∈ [0, 1] for z = [z1, z2, . . . , zN ]

�
5: sum ← ∑N

k=1 zk
6: zk ← zk/sum (k = 1, 2, . . . , N)
7: P ← P ∪ {z}
8: end while
9: j ← 1

10: while (j ≤ Niterations) do
11: for all (z ∈ P) do
12: Randomly, define a, b, c ∈ P, such that z, a, b, c are all different
13: Randomly, define r ∈ {1, . . . , N}
14: for all (i ∈ {1, . . . , N}) do
15: Randomly, define u ∈ [0, 1]
16: If u < CR or i = r, set yi = ai + F · (bi − ci), otherwise set yi = zi
17: end for
18: sum ← ∑N

k=1 yk
19: yk ← yk/sum (k = 1, 2, . . . , N)
20: If ξ(z) ≤ ξ(y), then replace z for y in P (see Equation (3))
21: end for
22: end while
23: Select the individual z ∈ P with the highest value ξ(z); this individual represents the

best set of weights w1, w2, . . . , wN for Equation (2).

Different fundamental indicators could be more convenient for companies with differ-
ent types of activities (see, e.g., [14]). We use here some fundamental indicators that can be
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used for trans-business companies following the works in ([10,11,13,14]). In this work, we
use N = 13 factors to define the score of each stock as described below.

Forecasted return: Output of the ANN.
Return on equity: Net income over average shareholder’s equity.
Return on asset: Net income over total assets.
Operating income margin: Operating earnings over revenue.
Net income margin: Total liabilities over total shareholder’s equity.
Levered free cash flow: Amount of money the company left over after paying its
financial debts.
Current ratio: Current assets over current liabilities.
Quick ratio: (Cash and equivalents + marketable securities + accounts receivable) over
current liabilities.
Inventory turnover ratio: Net sales over ending inventory.
Receivable turnover ratio: Net credit sales over average accounts receivable.
Operating income growth rate: (Operating income in the current quarter − operating
income at the previous quarter) over operating income in the previous quarter.
Net income growth rate: (Net income after tax in the current quarter − net income
after tax at the previous quarter) over net income after tax in the previous quarter.

4.3. Optimizing Stock Portfolios

The final activity to perform stock investments consists of determining how the
resources should be allocated. A given distribution of resources among the selected stocks
is known as the stock portfolio. Defining the most convenient distribution of resources
is known as portfolio optimization. In this final activity, the decision alternatives are no
longer individual stocks but complete portfolios. Thus, it is necessary to determine multiple
criteria to comprehensively assess portfolios.

Formally, a stock portfolio is a vector x = [x1, x2, . . . , xm]� such that xi is the proportion
of the total investment that is allocated to the ith stock. Let ri be the return of the ith stock
calculated according to Equation (1); the return of a given portfolio x is defined as follows:

R(x) =
m

∑
i=1

xiri (4)

Of course, if we knew the t + 1 return of the stocks, we could allocate resources that
maximize R(x) without uncertainty; however, since this is impossible, the multiple criteria
used to assess portfolios are estimations of R(x). These estimations usually come from
probability theory.

According to ([12]), the most convenient portfolio x can be determined by optimizing
a set of confidence intervals that describe the probabilistic distribution of the portfolio’s
return:

Maximize
x∈Ω

{θ(x) = (θβ1(x), θβ2(x), . . . , θβk (x))} (5)

where θβi (x) = {[ci, di] : P(ci ≤ E(R(x)) ≤ di) = βi}, E(R(x)) is the expected return of
portfolio x, P(ω) is the probability that event ω occurs and Ω is the set of feasible portfolios.

Maximizing confidence intervals as conducted in Equation (5) does not mean increas-
ing the wideness of the intervals; rather, it refers to the intuition that rightmost returns in
the probability distribution are desired. We use the so-called interval theory ([68]) to mea-
sure the possibility that a confidence interval is greater than another one. In interval theory,
an interval number allows one to encompass the uncertainty involved in the definition of
a quantity.

Since we are trying to find the best portfolios in terms of confidence intervals around
their expected return, intervals further to the right are better (rather than comparing
intervals in terms of their width). Therefore, the comparison method used must provide
this feature. There are several works in the literature describing methods that possess
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this property (e.g., [81,82]); however, the method proposed in [83] is the most broadly
mentioned in the literature [84].

The authors of [83] presented a possibility function to define the order between two
interval numbers that has been increasingly used in the literature (e.g., [12,85–87]). Let
I = [i−, i+] and J = [j−, j+] be two interval numbers, and the possibility function presented
in [83] is defined as follows:

possibility(I ≥ J) :=

⎧⎨⎩
1, if p(I, J) > 1
0, if p(I, J) < 0

p(I, J), otherwise

where p(I, J) = i+−j−
(i+−i−)+(j+−j−) .

Moreover, if i = i+ = j− and j = j+ = j−, then

possibility(I ≥ J) :=
{

1, if i ≥ j
0, otherwise

Since Problem (5) can potentially have many objectives defined as interval numbers
as well as multiple constraints, we use MOEA/D (see Section 2.4), as advised by ([12]).
In ([12]), MOEA/D was adapted to deal with these types of objectives; the adaptation
has been proven to provide good results in contexts related to stock investments. For
reasons of space in this paper, the reader is referred to ([12]) for specific details about this
improvement to MOEA/D.

5. Experiments

The hypothesis that a procedure that comprehensively addresses the practitioners’
main activities while also considering uptrends and downtrends produce better total
earnings for the investor than when not doing it is tested by using extensive experiments
with actual historical data.

5.1. Experimental Design

We used well-known data for our experiments; the historical prices and financial
information about the stocks within the Standard and Poor’s 500 (S&P500) index. The
officially reported financial information was used to build criterion performances.

Data from some of the most recent ninety months were used as input in the experi-
ments, i.e., from November 2013 to April 2021. This dataset contains both uptrends and
downtrends, so it is convenient for the kind of tests performed here. From these periods,
sixty are used to prepare (say, train) the algorithms, and the rest are used to assess the
approach performance in a window-sliding manner. For example, the information on
November 2013–October 2018 is used to determine the investments that should be carried
out at the beginning of November 2018, and these investments are maintained the whole
month. Then, the performance of the approach (i.e., the returns) is calculated at the end of
November 2018 using Equation (4). Such a performance is compared to the benchmarks
in that period. Later, the investments are neglected, and, independently, the lapse is slid
one period; thus, now, the information of the sixty months—December 2013–November
2018—is used to determine the investments for December 2018, where the new approach
performance is calculated and compared to the benchmarks. This procedure is repeated
thirty times; so, the conclusions can shed light on the robustness and overall performance
of the approach with a high degree of confidence.

5.2. Benchmarks

The Standard and Poor’s 500 index is used to define the relative performance of the
proposed approach. Stock indexes are often used by practitioners as benchmarks because
they summarize valuable information regarding the main sectors of an economy. The
S&P500 is perhaps the most well-known and used index; it aggregates information about
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the five hundred biggest publicly traded companies in the United States of America. Since
we are making decisions considering information only from this index, comparing the
performance of the proposed approach with it is fair. In addition to the S&P500 index,
in order to validate our approach, we have included several benchmarks to measure the
effectiveness of our proposal. These benchmarks are: the approach of ([10]), the approach
of ([12]) and our approach without including downtrends.

5.3. Parameter Setting

The parameter values used by each of the techniques mentioned in Section 4 are
defined here.

As explained above, the number of periods used to train the ANN for each stock is 60.
The only hidden layer uses sixteen neurons. We observed in preliminary experiments that
the ANN showed more efficiency when it uses the same number of neurons as inputs; the
more neurons, the more unstable the ANN was and the fewer neurons, the less predictive
capacity the ANN had. Each neuron of the ANN used the sigmoidal function as the
activation function. The ANN was run na = 50 times to train the ANN for each stock;
finally, the ANN model with fewer testing errors was used to predict the return at time
t + 1.

Regarding the selection of stocks, the DE defined to select the factor weights that
maximize the objective function shown in Equation (3) uses common parameter values.
The crossover probability was set to 0.9; the differential weight was set to 0.8; the population
size was set to 200; the number of iterations was set to 100. After scoring and ranking
the stocks, we only select the top 5% of all the stocks originally considered following the
recommendations in [10].

Finally, the genetic algorithm used to address Problem (5) was described in detail
in ([12]), where it was based on the well-known MOEA/D and adapted to deal with
parameter values defined as interval numbers. We use one hundred generations as the
stopping criterion, two solutions as the maximum number of solutions replaced by each
child solution, a probability of selecting parents only from the neighborhood (instead
of the whole population) of 0.9, one hundred subproblems, and twenty weight vectors
in the neighborhood of each weight vector. Two confidence intervals are considered by
MOEA/D as objectives to be maximized (see Equation (5)): θβ30(x) and θβ50(x) according
to the recommendations in ([12]). The constraints considered by MOEA/D are xi ≥ 0 and
∑ xi = 1.

It is worth mentioning that the code for implementing the algorithms described here
are original developments of the authors. The code was written in Matlab and Java and
will be probably publicly presented in the form of a complete software system.

5.4. Results

The proposed approach uses components that exploit randomness to explore the
search space. Here, we intend to discard the effects produced by such randomness by
running our approach many times; particularly, each stochastic component runs twenty
times for each of the thirty back-testing periods mentioned in Section 5.1. Doing it this way
sheds light on the robustness of our approach and allows us to reach sound conclusions. By
following the recommendations in [88], the performance of our approach is evaluated by
using the quantiles Q10, Q20, Q50 (median), Q80 and Q90 (see Figure 1). As is noted in [88],
distribution solutions of stochastic optimization algorithms are often asymmetrical; hence
by using quantiles, we could obtain more insights into our approaches. However, Figure 1
shows that, in our case, Q50 and the mean are almost always overlapped. Furthermore,
(Q10, Q20) and (Q80, Q90) are symmetrical with respect to the mean. This behavior indicate
that the performance of our approach is practically normally distributed.

Therefore, in this study, the average returns of our approach is used to be compared
with several benchmarks, as shown in Table 1 and Figure 2. For simplicity, the results are
discussed hereafter as if the returns were not averages. In order to validate our approach,
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in this section, we have included several benchmarks to measure the effectiveness of our
proposal. These benchmarks are: (a) the market index S&P500, (b) the approach of [10], (c)
the approach of [12] and (d) our approach without including downtrends.

From Table 1 and Figure 2, we can see that, in terms of the expected value, the worst
overall return was produced by investing according to the S&P500 index, while the best
overall return was achieved by investing in a portfolio produced by the proposed approach
that takes advantage of both positive and negative trends. Figure 2 shows that the portfolio
that considers negative trends is almost always in the top two from all the approaches.
Furthermore, the returns obtained using this approach show that this model is not affected
by the downtrends in the market as the benchmarks, as seen in the fall of all approaches
from Jan 2020 to Mar 2020. Remarkably, this behavior did not prevent the proposed
approach from exploiting the clear overall uptrend produced from Apr. 2020 to Apr. 2021,
as can be clearly seen in Table 1.

Figure 1. Monthly returns of our approach for the mean and several quantiles.

Figure 2. Monthly returns comparison.
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Table 1. Returns produced per period. In the case of the algorithms, the return is averaged in
twenty runs.

S&P500
Index

Yang
et al. (2019)

Solares
et al. (2019)

Without
Negative Trends

With
Negative Trends

Nov. 2018 1.75% 1.01% 1.87% −5.11% −4.87%
Dec. 2018 −10.11% −9.18% −8.81% −9.56% −9.14%
Jan. 2019 7.29% 10.88% 6.71% 6.77% 9.00%
Feb. 2019 2.89% 7.47% 4.19% 7.00% 6.52%
Mar. 2019 1.76% 0.20% 2.17% 0.89% 0.81%
Apr. 2019 3.78% 4.29% 4.65% 3.88% 4.06%
May. 2019 −7.04% −7.22% −5.65% −7.66% −5.77%
Jun. 2019 6.45% 8.45% 7.53% 8.06% 9.33%
Jul. 2019 1.30% 0.25% 0.92% 2.66% 2.64%
Aug. 2019 −1.84% −1.08% −1.78% −0.03% −3.19%
Sep. 2019 1.69% −1.63% 0.83% −6.20% −4.96%
Oct. 2019 2.00% 3.12% 1.67% 5.85% 5.09%
Nov. 2019 3.29% 2.58% 4.00% 4.17% 5.43%
Dec. 2019 2.78% 1.13% 2.39% 0.13% 0.36%
Jan. 2020 −0.16% 0.81% 1.67% 2.13% 1.29%
Feb. 2020 −9.18% −9.09% −9.28% −7.22% −4.96%
Mar. 2020 −14.30% −10.27% −14.03% −6.59% −4.94%
Apr. 2020 11.26% 14.33% 12.53% 19.64% 20.02%
May. 2020 4.33% 7.09% 7.02% 11.54% 11.11%
Jun. 2020 1.81% −0.29% 0.15% 1.95% 2.88%
Jul. 2020 5.22% 4.18% 5.87% 5.28% 10.65%
Aug. 2020 6.55% 4.68% 3.90% 4.18% 5.94%
Sep. 2020 −4.08% −3.95% −1.10% −3.20% −3.04%
Oct. 2020 −2.85% −4.74% −2.05% −5.88% −2.31%
Nov. 2020 9.71% 11.50% 11.91% 8.28% 4.97%
Dec. 2020 3.58% 2.95% 5.39% 3.33% 4.37%
Jan. 2021 −1.13% −2.23% −0.53% −3.06% −3.76%
Feb. 2021 2.54% 3.43% 8.35% 1.51% 5.23%
Mar. 2021 4.07% 7.22% 3.23% 0.88% 3.75%
Apr. 2021 4.98% 6.05% 5.09% 6.00% 6.84%
Average 1.28% 1.73% 1.96% 1.65% 2.45%
Std desv. 5.61% 6.06% 5.76% 6.35% 6.27%

From Table 2, we can see that the proposed approach outperforms the benchmarks at
the end of the thirty periods: the sum of returns is approximately 41% better than Yang et al.
2019 ([10]), 25% better than Solares et al. 2019 ([12]), 48% better than the one that only
considers positive trends and more than 90% better than the market index. Moreover, the
cumulative returns of our proposal is 63% better than Yang et al. 2019 ([10]), 35% better
than Solares et al. 2019 ([12]), 75% better than the one that only considers positive trends
and 141% better than the market index. This performance can be seen in Figures 3 and 4.

Both Figures 3 and 4 describe the evolution of the portfolio returns in an aggregate
way throughout the whole time lapse (i.e., November 2018 to April 2021). However,
Figure 3 shows this evolution from the perspective of the sums of the returns, while
Figure 4 shows the cumulative returns. Both figures can be relevant to the practitioner.
The former shows the overall performance of the approach without considering the exact
period where the return was obtained, while Figure 4 allows one to ponder the impact of
the period where such a return was obtained. Let us unfold the latter. Figure 4 shows the
amount that the investor would obtain if he/she takes their investment in a given period.
For instance, an investment of USD 1000 at the beginning of November 2018 using the
proposed model would have become USD 992 (i.e., −0.80%) if the investor would have
withdrawn the investment at the end of May 2019. However, if he/she continues until
April 2021, the investment would have become USD 1952 (i.e., +95.28%). In this sense, it
is clear that the proposed approach outperformed the benchmarks by creating a portfolio
that includes long and short positions. This result shows the potential of our proposal,
which could be improved in future approaches by including stocks from other indexes,
more technical/fundamental variables, etc.
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In both Figures, it can be seen that, for the first fourteen periods (November 2018 to
December 2019), the market does not move significantly in any direction; however, for
the remaining periods, the market starts both negative and positive trends. A higher final
return achieved by our proposal indicates that it is taking advantage of these trends overall.
These results also show that considering negative trends is crucial. The figures show that
the final average return is better if negative trends are considered when building stock
portfolios.

Table 2. Sum of returns and cumulative returns. In the case of the algorithms, the return is averaged
over twenty runs.

Sum of Returns Cumulative Returns

S&P500
Index

Yang et al.
(2019)

Solares et al.
(2019)

Without
Down-
Trends

With
Down-
Trends

S&P500
Index

Yang et al.
(2019)

Solares et al.
(2019)

Without
Down-
Trends

With
Down-
Trends

Nov. 2018 1.75% 1.01% 1.87% −5.11% −4.87% 1.75% 1.01% 1.87% −5.11% −4.87%
Dec. 2018 −8.35% −8.17% −6.94% −14.67% −14.01% −8.53% −8.27% −7.11% −14.18% −13.56%
Jan. 2019 −1.06% 2.70% −0.24% −7.89% −5.01% −1.86% 1.71% −0.88% −8.37% −5.79%
Feb. 2019 1.83% 10.17% 3.95% −0.89% 1.51% 0.98% 9.31% 3.28% −1.95% 0.36%
Mar. 2019 3.59% 10.37% 6.12% 0.00% 2.32% 2.76% 9.53% 5.52% −1.08% 1.17%
Apr. 2019 7.37% 14.66% 10.77% 3.88% 6.38% 6.64% 14.23% 10.42% 2.76% 5.28%
May. 2019 0.33% 7.44% 5.12% −3.78% 0.61% −0.87% 5.98% 4.18% −5.11% −0.80%
Jun. 2019 6.78% 15.89% 12.65% 4.28% 9.94% 5.53% 14.93% 12.03% 2.54% 8.46%
Jul. 2019 8.08% 16.14% 13.58% 6.94% 12.58% 6.89% 15.22% 13.07% 5.27% 11.32%
Aug. 2019 6.24% 15.06% 11.80% 6.91% 9.39% 4.93% 13.97% 11.05% 5.23% 7.77%
Sep. 2019 7.92% 13.43% 12.63% 0.70% 4.43% 6.70% 12.11% 11.98% −1.29% 2.43%
Oct. 2019 9.93% 16.54% 14.30% 6.56% 9.52% 8.83% 15.61% 13.85% 4.48% 7.64%
Nov. 2019 13.22% 19.12% 18.30% 10.72% 14.95% 12.42% 18.59% 18.40% 8.84% 13.48%
Dec. 2019 16.00% 20.25% 20.68% 10.85% 15.31% 15.54% 19.93% 21.22% 8.97% 13.89%
Jan. 2020 15.84% 21.06% 22.36% 12.98% 16.60% 15.35% 20.90% 23.25% 11.30% 15.36%
Feb. 2020 6.65% 11.98% 13.07% 5.76% 11.64% 4.76% 9.92% 11.81% 3.26% 9.64%
Mar. 2020 −7.65% 1.71% −0.96% −0.83% 6.70% −10.22% −1.37% −3.88% −3.54% 4.23%
Apr. 2020 3.61% 16.04% 11.57% 18.81% 26.73% −0.12% 12.77% 8.16% 15.40% 25.10%
May. 2020 7.94% 23.13% 18.58% 30.36% 37.84% 4.21% 20.76% 15.75% 28.72% 38.99%
Jun. 2020 9.75% 22.84% 18.73% 32.31% 40.72% 6.09% 20.41% 15.91% 31.24% 43.00%
Jul. 2020 14.97% 27.01% 24.60% 37.59% 51.37% 11.63% 25.43% 22.72% 38.16% 58.23%
Aug. 2020 21.52% 31.69% 28.51% 41.77% 57.31% 18.94% 31.30% 27.51% 43.94% 67.63%
Sep. 2020 17.43% 27.74% 27.41% 38.57% 54.28% 14.09% 26.12% 26.11% 39.33% 62.54%
Oct. 2020 14.59% 23.01% 25.36% 32.68% 51.97% 10.84% 20.14% 23.53% 31.13% 58.80%
Nov. 2020 24.30% 34.51% 37.27% 40.97% 56.94% 21.60% 33.97% 38.24% 41.99% 66.69%
Dec. 2020 27.88% 37.47% 42.66% 44.30% 61.31% 25.96% 37.92% 45.70% 46.73% 73.97%
Jan. 2021 26.75% 35.23% 42.14% 41.24% 57.55% 24.54% 34.85% 44.93% 42.24% 67.43%
Feb. 2021 29.29% 38.66% 50.48% 42.75% 62.78% 27.70% 39.47% 57.03% 44.39% 76.18%
Mar. 2021 33.36% 45.88% 53.71% 43.63% 66.52% 32.90% 49.54% 62.10% 45.66% 82.78%
Apr. 2021 38.35% 51.93% 58.80% 49.64% 73.36% 39.52% 58.59% 70.35% 54.41% 95.28%

Figure 3. Sum of returns comparison.
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Figure 4. Cumulative returns comparison.

According to Figure 2 and Table 1, the worst return obtained by our approach was
in Dec 2018. This is also shown in Figure 4, where the detriment is caused by the higher
negative return produced in this period. In that moment, the system decided to open long
positions and allocate high proportions of investments to some stocks with bad actual
returns. This was due to the good historical performance of such actions that indicated a
good statistical behavior. Several external issues affect the performance of a stock in the
market, such as the case of Nvidia corporation as reported in the news [89]. Thus, a way of
improving the proposed system in the future is by considering criteria coming from the
so-called sentiment analysis [90] that takes into consideration such factors.

On the other hand, as a way of measuring the performance of our proposal and
comparing the results with some benchmarks, the Sharpe ratio rsharpe and Sortino ratio
rsortino are used. These ratios are defined as

rsharpe =
Rp − R f

σp

and

rsortino =
Rp − R f

σpd

where Rp is the average portfolio return, R f is the best available risk-free security rate,
σp is the portfolio standard deviation and σp,d is the portfolio standard deviation of the
downside. These indexes measure the risk per return obtained in comparison with a risk-
free asset. In particular, the Sharpe ratio describes how much return is received per unit of
risk; meanwhile, the Sortino ratio describes how much return is received per unit of bad

risk. Therefore, the higher these indexes are, the more convenient for investment the asset
is. We have considered the Treasure Bond of USA a risk-free security, with a value of 3% of
annual return. We also considered the Treasure Bond of USA as the minimal acceptance
ratio (MAR) to compute the downside deviation. Rp, σp and σp,d are taken from Table 1.
Table 3 shows the Sharpe and Sortino ratios for the all the benchmarks and our proposal.
According to the results, our proposal has the best performance for both indexes; overall,
it has higher returns by considering the risk.
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Table 3. Comparison of benchmarks with the proposal by using the Sharpe and Sortino ratios.

Sharpe
Ratio

Sortino
Ratio

S&P’s 500 0.1831 0.2529
Yang et al. (2019) 0.2445 0.4072
Solares et al. (2019) 0.2966 0.4551
Without downtrends 0.2213 0.3884
With downtrends 0.3502 0.7223

6. Conclusions

Building stock portfolios with high returns and low risk is a common challenge for
researchers in the financial area. Usually, the most common practice is to select the more
promising stocks according to several factors, such as financial information, news of the
market and technical analysis. Several approaches that use computational intelligence
algorithms have been proposed in the literature to deal with the overwhelming complexity
of building a stock portfolio. Usually, these approaches consider up to three activities to
build a portfolio: return forecasting, stock selection and portfolio optimization. These
activities decide which stocks should be supported, as well as the proportions of the
investment to be allocated to them, by comparing the historical and forecasted performance
of potential stock investments. However, to the best of our knowledge, these approaches
do not comprehensively address the three activities when considering downtrends in
stock prices.

In this paper, a comprehensive approach to stock portfolio management is proposed;
the approach includes stock price forecasting, stock selection and stock portfolio optimiza-
tion while taking advantage of market downtrends.

Stock price forecasting is carried out through an artificial neural network (ANN)
trained by the extreme learning machine (ELM) algorithm. Forecasting the price of a given
stock allows the comprehensive approach to focus on uptrends or downtrends (i.e., going
long or short, respectively) for that stock. Stock selection is modeled as an optimization
problem that seeks to determine the most plausible stocks; thus, a differential evolution is
exploited on the basis of the forecasted price and a set of factors of the so-called fundamental
analysis. Finally, portfolio optimization is conducted through a genetic algorithm that uses
confidence intervals of the portfolio returns to determine the best stock portfolio.

Using preliminary experimentation, we found that the ELM was better than other
methods (ANN with back-propagation, random forest, support vector regression) at fore-
casting the trend of the stock price but not the best at forecasting stock returns. Therefore,
more research should be conducted to discover better configurations of the ANN with ELM
or to decide if the forecasting stage should be changed. However, further research on this,
as well as on methods to increase the performance of the next stages of the comprehensive
approach, is beyond the scope of this work, so the authors will address these issues in
future works.

Regarding the assessment of the comprehensive approach, the obtained results show
that stock selection and portfolio optimization stages make more profitable portfolios when
negative trends of stocks are taken into account to take advantage of downtrends of the
market (see Table 2 and Figures 3 and 4). Furthermore, the results show that not only a
traditional benchmark, the Standard and Poor’s 500 index, is outperformed by the proposed
approach but also approaches that do not exploit negative market trends (e.g., [10,12]).

This research work could be improved by the following possible future directions:

I A deeper study of the forecasting stage to test the performance of several AI methods
by employing more data or different financial variables;

II A deeper study on the selection stage to evaluate the performance of the system by
employing different financial variables to build the stock portfolio;
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III A deeper study of the performance of the system by modifying different parameters
in the optimization stage and comparing the results with other approaches;

IV New experiments to show the robustness of the approach regarding (i) the number
and type of alternatives in the universe of stocks, (ii) the number of selected stocks
and (iii) the parameter values.
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Abstract: Distributed denial of service (DDoS) attacks often use botnets to generate a high volume of
packets and adopt controlled zombies for flooding a victim’s network over the Internet. Analysing
the multiple sources of DDoS attacks typically involves reconstructing attack paths between the
victim and attackers by using Internet protocol traceback (IPTBK) schemes. In general, traditional
route-searching algorithms, such as particle swarm optimisation (PSO), have a high convergence
speed for IPTBK, but easily fall into the local optima. This paper proposes an IPTBK analysis scheme
for multimodal optimisation problems by applying a revised locust swarm optimisation (LSO)
algorithm to the reconstructed attack path in order to identify the most probable attack paths. For
evaluating the effectiveness of the DDoS control centres, networks with a topology size of 32 and
64 nodes were simulated using the ns-3 tool. The average accuracy of the LS-PSO algorithm reached
97.06 for the effects of dynamic traffic in two experimental networks (number of nodes = 32 and 64).
Compared with traditional PSO algorithms, the revised LSO algorithm exhibited a superior searching
performance in multimodal optimisation problems and increased the accuracy in traceability analysis
for IPTBK problems.

Keywords: locust swarm optimisation; distributed denial of service; Internet protocol traceback;
multisubswarm strategy; ns-3

1. Introduction

A series of major information security incidents have occurred recently. Information
security hazards include not only individual hackers highlighting their technical capabil-
ities, but also team attacks aimed at obtaining economic benefits. For example, in 2016,
the servers of the First Bank of Taiwan were attacked with a trojan horse from the United
Kingdom [1]. Several security breaches involving distributed denial of service (DDoS)
attacks have occurred in Taiwan. The Financial Services Information Sharing and Analysis
Centre, which is the only global cyber intelligence sharing community solely focused on
financial services, reported that more than 100 financial services firms were the targets of
a wave of DDoS extortion attacks conducted by the same actor in February 2021. These
DDoS attacks by botnets resulted in people being unable to place brokerage orders online
with the aforementioned firms. The hackers behind the aforementioned attacks demanded
a large ransom from the firms, and threatened to detonate the money by using implanted
trojans and launch a new wave of DDoS attacks [2].

The Taiwan Stock Exchange announced that, after suffering DDoS attacks, several
companies adopted DDoS attack flow cleaning services based on network intrusion pre-
vention systems in 2020. These services provide possible connections to trace the sources
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of real attacks, analyse the behavioural feature of cyber attacks with data collection [3],
and enable countermeasures to be taken against DDoS threats. To counter DDoS attacks,
security managers use the Internet protocol (IP) traceback (IPTBK) scheme for periodically
detecting and identifying possible threats.

In the identification of the sources of DDoS attacks from botnets, defenders are as-
sumed to have the ability to collect only a small amount of routing information. Therefore,
in real-time IP traceability analysis of the botnet command and control (C&C), a small
number of router records are required to trace the attack source successfully in the shortest
time. In practice, defenders use machine learning algorithms, such as particle swarm
optimisation (PSO) [4–7], the genetic algorithm, and ant colony optimisation, to trace the
attack source. The routing information of the attack path is used for recursively estimating
multiple possible attack paths on the Internet, finding the real attack URL, and marking
the compromised host. However, because the traditional PSO algorithm has a nonoptimal
balance between path exploration and exploitation in the search strategy, it often provides
a suboptimal solution of the target, and often only particles travel on the same attack paths
towards the attack sources. Generally, multi-swarm systems provide a new approach to
improve this balance based on multi-swarm optimisation. Multi-swarm optimisation uses
multiple sub-swarms instead of one swarm, and ensures that each sub-swarm explores a
specific region with symmetrical competitive interactions in biology.

Inspired by multi-swarm PSO (MS-PSO) schemes [8–15], the present study used
locust search PSO (LS-PSO) to identify the multiple attack sources generated by DDoS
attacks from botnets. In this study, DDoS attack paths with a high success probability were
reconstructed by marking router packets, tracing the IPs of the botnet C&C by using the
LS-PSO algorithm based on multi-swarm optimisation, and preventing spoofed IP attacks.

In summary, the primary contributions of this study are as follows:

Different botnet attack sources were analysed with the locust search mechanism to
solve the multimodal optimisation problem according to the natural behaviour of
locust swarms.
The optimal route-searching process of the LS-PSO algorithm was improved using
the short-range force (SRF) of a wave of swarm particles (WOSP) [9,10] to prevent the
LS-PSO algorithm from converging prematurely to a local suboptimal solution.
The LS-PSO algorithm has the advantages of the WOSP algorithm and gradient
descent method. The LS-PSO algorithm constructed the attack paths first using the
cluster strategy, then the route (CFRS) strategy for path searching in the entire solution
space, and then found the global multi-objective solution.
The accuracy of the LS-PSO algorithm was 99.07% and 95.05% for the effects of dy-
namic traffic in two experimental networks (number of nodes = 32 and 64, resectively).
Compared with other route-searching algorithms, such as the A* algorithm [16] and
PSO algorithm [4–7], the proposed LS-PSO algorithm exhibited a higher traceback
accuracy in the reconstruction of attack paths, which were employed for analysing
attack origins from multiple data sources by using ns-3 with the Boston University
Representative Internet Topology Generator (BRITE) framework.

The remainder of this paper is organised as follows. Section 2 presents a review
of the locust swarm optimisation (LSO) algorithm for solving multimodal optimisation
problems. Section 3 describes the LS-PSO scheme for solving the IPTBK problem. Section 4
presents the experimental results obtained using the LS-PSO algorithm with the ns-3
network simulator, and describes the global heuristic performance of the algorithm. Finally,
Section 5 concludes the study.

2. Overview of Multiswarm PSO Schemes

This section reviews several existing multi-swarm PSO schemes for identifying the
possible sources of DDoS attacks.

The LSO algorithm [14] was proposed by Stephen Chen in 2009. The original concept
of the LSO algorithm is based on the optimisation of group actions according to the
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biological intelligence of birds. In the process of a locust swarm searching for food (best
solution), each locust (individual) represents a solution. The process of PSO involves
dispersing each locust in a certain solution space, searching each specific space with a
locust, and sharing the information found with the entire swarm. The locust swarm
updates its movement according to the route information and the previous experiences of
the locusts. Such updates in the movement direction enable the entire swarm to search for
food successfully, that is, to find the best solution in the entire solution space.

Three multimodal optimisation methods use revised PSO schemes: the WOSP [9,10],
dynamic multiswarm particle swarm optimisation (DMS-PSO) [11–13], and LSO algo-
rithms [14,15]. The LSO algorithm is introduced in the following text.

LSO Algorithm

The LSO algorithm is basically a revised version of the WOSP algorithm, which is
derived from the PSO algorithm, and aims to prevent premature convergence to local
suboptimal solutions associated with the SRF, which comprises the repulsion force (RF)
and attraction force (AF; Figure 1) based on symmetric competitive interactions in the
biology. In the PSO algorithm, every individual has unique motivations; however, the
swarm tends to follow the leader. When newly joined individuals find a better solution on
the search path, the leader updates the trajectory. The trajectory of each individual is an
inertial route towards the best position known in the passage [9].

Figure 1. Movement of locust swarms in the WOSP algorithm.

As displayed in Figure 1, the difference between the LSO and PSO algorithms is that
the LSO algorithm is designed to solve multimodal optimisation problems, where locusts
(subswarms) simultaneously search for multiple objects. The search position is continually
updated through iterations by optimising locust swarms to find the optimal solution.

To enhance the search for multiple optima, the LSO algorithm uses the following
two main adjustments for finding a new optimal solution when particles converge near
the local optima: (1) the SRF is used to disperse the neighbouring particles escaping
from the current local optimum and regroup partial particles into new subswarms, and
each subswarm explores the possible best solution (Figure 2), and (2) the starting point
is optimised by using the evolutionary algorithm in the best-found optimum process. In
general, the evolutionary algorithm produces an excellent next generation of particles to
adapt to the changing environment through innate inheritance and acquired knowledge.
The pseudocode of the LSO algorithm developed by Chen (2009) [14] is presented as
follows (Algorithm 1).

179



Symmetry 2021, 13, 1295

Algorithm 1 Locust Swarm Optimisation (LSO) Algorithm

1. For Swarm 1
2. Generate R random particles
3. Select a subset S with the best particles for a particle swarm
4. Assign a random velocity to each particle
5. Run each particle for n iterations
6. Optimise the best particles by using the gradient descent search algorithm
7. For Swarms 2–N
8. Generate R random points around the previous optimum
9. Select a subset S with the best points for a specific particle swarm
10. Run each particle for n iterations
11. Optimise the best points by using the gradient descent search algorithm
12. Obtain the best optimum

 
Figure 2. Search process of the proposed LSO algorithm when using two subswarms.

For Swarm 1-, the LSO algorithm imitates the moving effect of biological swarms when
the particles are far away from each other. Thus, the mutual AF between the neighbouring
particles produces a particle swarm. The AF leads close for the neighbouring particles
and accelerates for each other. After a certain period, the distance between the adjacent
particles in the swarm is too low. At this time, these particles generate an RF so that they
move away from each other before the next time interval.

For Swarms 2–N-, the LSO algorithm uses a “jump to pre-set direction” strategy at
a fixed time interval according to the scout particle suggestions in order to allow partial
particles to jump from the original subswarms. In the LSO algorithm, the scout particles
are used for selecting the starting point of the jump particles to be scattered in order to
explore the best solution. However, the rescattering time and particle direction are random
in the WOSP algorithm.

The smart starting point is found using the random search strategy (when R > S, R
and S are selected randomly from selected particle swarms) [14] to detect new possible
solutions. In line 10, the initial velocity of the particles is selected, such that the particle
movement is directed away from the previous best solution and previously searched space.

The LSO algorithm has exhibited good results when solving multimodal optimisation
problems. Moreover, multiswarm PSO schemes, such as the WOSP, DMS-PSO, and LSO
algorithms, have also provided good search results when solving multimodal problems.
Table 1 compares these three PSO schemes.
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3. Application of the LSO Algorithm for Solving the IPTBK Problem

The proposed LS-PSO algorithm was used to analyse the accuracy of the attack path
reconstruction at various topology sizes. The basic IPTBK problem is described in the
following subsections. The problem of the attack path reconstruction can be expressed
as a directed graph as follows: G = (N, E) = (ni, eij), where N represents a set of nodes,
N = [ni] = {ni1, . . . , nid, . . . , niD}, ns is a set of nodes for attack sources, nd represents a set of
victims, and E denotes set of edges eij of the graph from node xi to node xj in D-dimensional
search space.

3.1. Basic Idea

When solving multimodal optimisation problems, the main aim is to find multiple
optimal solutions (global optimum and local optima) associated with a single cost function.
Theoretically, multiswarm PSO is suitable for optimisation in multimodal problems with
multiple local optima, because it can achieve a good balance between exploration and
exploitation behaviours. However, the performance of multiswarm PSO algorithms is
dependent on the starting points selected in the search process. When solving multimodal
problems, new starting points can be randomly selected or derived from known solutions.
In general, starting points are randomly selected. However, many search spaces are
globally convex; thus, the quality of the local optima increases as the distance from the
global optimum decreases. In the global convex search space of the LSO algorithm, if
the starting point is selected near the area of the optimum, the global optimum solution
can be obtained using the gradient descent algorithm. To explore possible new solutions,
the proposed LS-PSO algorithm uses two behaviours of biological locust swarms, namely,
solitary operation and social operation.

Solitary operation. Similar to the behaviour of biological locust swarms, when neigh-
bouring particles are far away from each other within the swarm, the AF ensures group
cohesion. Conversely, when neighbouring particles are too close, they are expelled by the
SRF into new subswarms, which prevents premature convergence. The SRF can accelerate
the particles to separate in different directions at a fixed time interval (Figure 3).

Figure 3. Prevent the LS-PSO algorithm from converging prematurely using the SRF.

To improve the searching ability of the LSO algorithm, a scout particle is introduced
in a swarm to suggest a search direction. In particular, the scout particle recommends the
starting point of the re-searching process to find the best path to food sources at the ending
period of the search. Thus, the re-searching process prevents most particle swarms from
converging prematurely to a local suboptimal solution when the fitness function value
has stabilised.

Social operation. To prevent most particle swarms from converging prematurely to
local optima, the search space must be expanded using neighbouring particles to form
a new particle swarm according to the social behaviour of locust swarms. In practice,
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the initial values of the particles of the new subswarms are set as close as possible to the
global best solution, which decreases the search time for the regional optimal solution.
Thus, the intelligent selection of a starting point effectively reduces the computational time,
but maintains the accuracy of the recursive re-searching process. Therefore, this research
focused on finding the best starting points for the scattering operation.

When all the particles converge quickly to a single attack path, the particle subswarms
are forced to make dynamic changes in the neighbourhood structure, as illustrated in
Figure 4. Thus, adjacent subswarms are reorganised by grouping partial particles into new
subswarms for expanding the search space of each subswarm. When each subregion is
reorganised and generated at each iteration, some of the particles of the subswarms are
periodically randomly recombined, and the new subswarms search the adjacent regions
again. R denotes the reorganisation period. In the aforementioned method, each subswarm
can fully exchange information with the other subswarms. Compared with the traditional
(static) neighbourhood structure, the new neighbourhood structure has greater freedom,
which increases the diversity of the particle swarm searching.

Figure 4. Regroup strategy for multiswarm optimisation in the LS-PSO.

To prevent premature convergence to local optima, two modified approaches are
proposed with updated rules for multi-objective searching: (1) multiswarm optimisation
and (2) intelligent starting point selection. In multiswarm optimisation, which is inspired
by the DMS-PSO method [11–13], the locust swarm periodically regroups the particles
of the subswarms after they have converged into new subswarms. The new swarms are
produced using particles from previous swarms using the regroup strategy (Figure 4).

In intelligent starting point selection, the starting point is selected near the best area
in the global convex search space by using a nonrandom adaptive subswarm scattering
strategy. The LSO algorithm attempts to jump using a fixed time interval and direction ac-
cording to the suggested scout particle scattering at the starting point of the local optimum.

3.2. Tracing the Sources of DDoS Attacks by Using the LS-PSO Algorithm

To prevent particle swarms from converging quickly on a single path, the proposed LS-
PSO algorithm divides them into several subswarms. Furthermore, to solve the multimodal
search optimisation problem, the rules of each subswarm must be updated in the proposed
LS-PSO algorithm.

Assuming that the particle swarm represents a group of packets in the attack path,
each packet header record includes the source IP address, the address of the next route,
and the destination address. Moreover, we consider that the highest fitness value would be
obtained for the most recent experience in which particles travel on the best path. Multiple
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possible attack paths exist between the nodes (ni, ..., nk, ..., nj). The fitness value of each path
is calculated to check whether a particle has travelled on a low-cost path. Usually, the path
search algorithm is used to improve the efficiency of a travel routing system by considering
the selection of low-cost network routes, that is, where the distance between two nodes (i.e.,
ni and nj) is shorter, the hop count (dij) is smaller, and the path between the two nodes (ni,
nj) has a high quality of service (QoS). Therefore, the path search algorithm usually selects
the path with the lowest routing cost (i.e., the shortest travel distance and highest QoS to
reduce the routing time). In general, the route cost of path Ci from node xi to the victim
is inversely proportional to the distance travelled and directly proportional to the QoS
(i.e., a high QoS corresponds to a low transmission delay and low traffic congestion); thus,

Lp = f
(

QoS, 1
dij

)
. Theoretically, the minimum cost function (Lp) must be determined to

solve the multipeak optimisation problem; however, this function is subject to routing cost
constraints. The minimum cost function (Lp) is a positive number (∑n

j=1 Ci.pn
ij > 0), which

is expressed as follows:

Fitness = Lp =
n

∑
j=1

Ci.pn
ij, (1)

Min Lp, ∀i, j

Subject to ∑n
j=1Ci.pn

ij > 0, (2)

where Fitness represents the fitness value of a path. Adaptability is considered to evaluate
the suitability of each path, and pn

ij indicates whether a path exists from node i to node j for
particle n. An pn

ij value of 1 indicates that a path exists from node i to node j for particle x,
and an pn

ij value of 0 indicates that the aforementioned path does not exist.
Route searching approach: In the proposed LS-PSO algorithm, a two-stage route

searching approach based on the cluster first, route second (CFRS) strategy is used for path
searching in the entire solution space. Our solution technique involves creating subswarms
of particles that contain certain information regarding the destination. Inspired by the
CFRS strategy used in capacity-constrained vehicle routing problems, this study divided
the attack source into multiple network areas according to the IP domain associated with
the timing data from DNS logs to determine the minimum cost path to the destination on
the basis of a weighted graph theory.

The CFRS performs a single swarming of the vertex set and then determines a route
with the minimum cost for each swarm. It also regularly expands possible paths from
the destination node by examining the possible paths of the starting node until the end
condition is satisfied for reconstructing the overall attack paths. In addition, the CFRS
assigns several subswarms of particles in sequence to each local area. It uses heuristic
algorithms to acquire the global optimum. The advantage of using FBCFRS is that by
clustering the routing traffic, the attack sources can be found within multiple local areas in
advance. Moreover, the redundancy of the attack path reconstruction can be reduced.

Exploration and exploitation processes: The exploration and exploitation processes
follow different strategies. When solving multimodal optimisation problems, exploration
involves following a new route, whereas exploitation involves following an existing route.
In the exploitation process, the focus is on determining the local optimal solution by using
the local and global updates of the position and velocity vectors. Therefore, the fitness
value of each path in each subswarm must be updated to evaluate whether the particles
travel on attack paths towards the attack sources. In the exploration stage, the global
optimum is found using the regrouping method.

On the basis of previous studies on the use of the LSO algorithm in IPTBK analysis,
the operation and verification process of the proposed LS-PSO algorithm is divided into
three subphases, as depicted in Figure 5.
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Figure 5. Flowchart of the LSO algorithm for the analysis of the network DDoS source tracing.

(1) Data preprocessing phase: The tcpdump tool is used to filter and collect the
network routing packets required for path exploration, and to mark these packets for
subsequent analysis and reorganisation. Then, Unicast Reverse Path Forwarding is used
to check each router that passes through it. The source IP of the packet header is used to
determine the path of the transmission connection.

(2) Route reconstruction phase: In multimodal optimisation methods, the exploration
and exploitation processes are generally performed in different stages [13]. In the solitary
operation stage, each subswarm is used to explore possible solutions. In this stage, the
proposed LS-PSO algorithm focuses on determining the local optimal solutions in the
solution space and prevents particle swarms from rapidly converging on a single path. In
the social operation stage, the global optimal position is determined through a regrouping
strategy.

2.1 Solitary operation: To increase the search efficiency of the particle swarms, the
proposed LS-PSO algorithm divides them into several subswarms when solving multi-
modal optimisation problems, where the local update rules of each subswarm must be
determined. In the LS-PSO algorithm, attack paths are explored and reconstructed on the
basis of the route packets collected from the victim to calculate the fitness of each path.

The first particle swarm generates R = 5000 particles, and each subswarm has
20 particles (S = 20). The initial speed set for the LS-PSO algorithm is the same as that
set for the LSO algorithm [14].

vo = c1·
(

Range
2

)
·(c2·rand()− 1) (3)

where c1 and c2 represent acceleration constants (c1 = 0.5 and c2 = 2), Range represents a
unit value of particle position updating between the particle position and the centre of the
subswarm, and rand() represents a random number in the range (0, 1). Suitable acceleration
constants can control the particle speed. Route construction is performed using a velocity
state updating rule for conducting position updates over 500 iterations (n = 500). The
particle position for each iteration is updated using Equations (4) and (5).

xk
i (t) = xk

i (t − 1) + G·vk
i (t − 1) (4)
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To examine whether any particle exists in a particle swarm, the LSO algorithm explores
the best position of the particle swarm (Pbest) by using the gravity vector G (G = (0.95,
0.05)) [14] in Equation (4). Thus, the gravity force attracts all single particles to search the
solution space. In the LSO algorithm, a fixed speed ratio of 0.95 is used to update the
distance without considering the effects of the network capability (i.e., the node distance
(dij) and QoS). Consequently, determining the best route between two edge nodes is
difficult, and most particles travel on the frequently travelled paths. Therefore, the current
study considered two important factors, namely dij and the QoS (Equation (5)).

xk
i (t) = xk

i (t − 1) + Δτk
ij(t − 1) (5)

Δτk
ij(t − 1) =

⎧⎨⎩
vk

i (t).QoS
dk

ij
f or the optimal path o f subswarm k

0 otherwise

In Equation (5), Δk
ij(t − 1) represents the movement of Δt, which is inversely propor-

tional to the path distance dk
ij between the two end nodes. The parameter dk

ij represents the
number of hops on the ith attack path in the kth subswarm.

For each iteration i, the new position of each particle is updated using Equation (6).

vk
i (t) = wi. vk

i (t − 1) + (1 − wi)·
(

pbest − xk
i (t − 1)

)
(6)

A high wi value enables the particles to cross the destination easily; however, a small
wi value leads to slow convergence. The LS-PSO algorithm uses the gradient descent
algorithm to search for the optimal acceleration factor.

To determine the acceleration factor wi (Equation (6)), this study used a greedy local
search technique associated with the quasi-Newtonian gradient descent method (BFGS) to
identify possible local optima with an intelligent reconnaissance strategy (Equation (7)).
Theoretically, the BFGS algorithm can efficiently search for the optimal particle positions
when the particle is alone (Pbest) and in a subswarm (Pgbest) in a convex space. Moreover,
it can efficiently improve the solution quality of each particle. To determine Pbest and
Pgbest for a subswarm, the BFGS algorithm can be used for dynamically adjusting the
particle acceleration (weight: wi) to avoid overfitting by minimising the routing cost Ci
(Equation (7)).

wi(t + 1) = wi(t + 1)− η
∂Ci
∂wi

(7)

where η is the learning factor.
The recursive process with the aforementioned updating rule generates Pbest and Pgbest

values for estimating the fitness value for each particle. The fitness value of each particle is
calculated to examine whether the particle selects the best route. When a particle moves
to a new position, the fitness value is calculated for this position. If the fitness value for
the new position is higher than that for the previous best position (i.e., Pbest), the value of
Pbest must be replaced by the fitness value for the new position, updated according to the
particle’s optimal experience. Similarly, Pgbest must be replaced by Pbest if the fitness value
of the new position is higher than Pgbest.

2.2 Social operation: To prevent the majority of subswarms from converging quickly
to local optima, the LS-PSO algorithm uses the regrouping strategy to enable particles to
escape from the original subswarms because of the mutual RF between particles. A fraction
(e.g., 30%) of the particle subswarm is randomly selected to form a new subswarm. In the
new subswarms, the starting points of the jumping particles are maintained around the
best position Pgbest so as to improve the search results in the social operation process. The
particle position is updated as follows:

xk
i (t) = xk

i (t − 1) + Δxk
i (t − 1)Δxk

i (t − 1) = ±Range ∗ (1 + |rand() ∗ spacing|) (8)
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where Range represents a unit value of particle position updating between the particle
position and the centre of the subswarm. The random jump distance is set using the term
|rand () ∗ spacing|, for example, set spacing = 0.3 for small variation. The initial velocity is
set using Equation (9) to accelerate the particles away from the previous local optima.

vk
0(t) = vo + vk

i (t − 1)·
(

xk
i (t − 1)− Pbest

)
(9)

where vk
0 is shown in Equation (3).

The original subswarm and new subswarm then restart the search process and con-
tinue searching until the cost function error is less than the pre-set value or the maximum
number of iterations is reached.

(3) Model validation phase: After updating the velocities and positions of the particle
swarms, the proposed LS-PSO algorithm must determine the best path for successfully
tracing the sources of DDoS attacks. The model accuracy is evaluated using the coverage
percentage (%), which is the ratio of the average number of packets on an attack path to
the total number of routing packets. The coverage percentage is expressed as follows:

Coverage percentage (%) = Average number of packets on an attack path/Total number of routing packets, (10)

where the average number of packets on an attack path is computed as the total number
of packets on the route divided by the routing distance (in terms of the hop count). If the
converged solution is not the true attack node, then the average number of packets on the
route is reset to 0 and the search for the true route is resumed. The complete process is
summarised as follows (Algorithm 2).

Algorithm 2 Pseudocode of the LS-PSO Algorithm

Input: parameters of the LS-PSO model, including the initial values of max_gen, c1, c2, x, and v
for the particles, and the network topology generated using Waxman theory
Generate R random points (x, y) in a swarm
Select a subset S with the best points from the original swarm
Assign an initial velocity to each point by using Equation (3)
While (the number of max_gen) do
For each particle i in the subswarm k, do
For each particle i, do
Update the velocity vk

i and position xk
i by using Equations (4)–(6)

Adjust the particle acceleration (weight: wi) by minimising the routing cost Ci by using
Equation (7)

End for
Calculate the particle fitness value of xk

i
End for
If (generation ≥ R) the neighbouring subswarms are randomly regrouped

Generate R random points (x, y) around local optimal solutions
Select a subset S with the best points from the original swarm
Set the velocity for each point so that each individual point moves away from its original

location
Optimise the best point by using Equations (8) and (9)
Update the individual best position Pbest and swarm best position Pgbest
gen = gen + 1
End
Calculate the coverage percentage of each path by using Equation (10)

Output: optimal solution for possible paths

4. Discussion

In this study, the ns-3 simulation tool was used to identify botnet C&Cs for countering
DDoS attacks and to examine the success probability of DDoS attacks along different attack
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paths for tracing attack sources in a distributed network. The following situation was
simulated: an attacker uses a fake IP address to conduct DDoS attacks and analyses the
success probability of the attack source. The applicability of the proposed LS-PSO–IPTBK
model was examined using two botnet examples.

For security concerns in academic networks, simulations were performed using the
ns-3 software with the BRITE framework on a personal computer with a 2.7-GHz Intel
Dual-Core computer processing unit equipped with 4 GB of DDR3 RAM running on
Debian 10.9.0 Stable. The simulation of the network security is a cost-effective method for
evaluating, testing, and selecting a suitable algorithm. In the simulations, defenders could
examine all of the routing options for DDoS attacks and evaluate the basic performance of
IPTBK algorithms.

4.1. Case Study I: Network Performance Analysis for DDoS Attacks (32 Nodes)

The first example considers the profiles of DDoS attacks on Internet of Things (IoT)
devices on a cloud server. A network intrusion detection system was constructed using the
following three processes: (1) data pre-processing, (2) attack path reconstruction, and (3)
model validation. The workflow of security analysis is illustrated in Figure 4.

Step 1: Data preprocessing

4.1.1. Creation of the Network Topology

The ns-3 software was deployed with the BRITE framework to generate 32 nodes with
integer position coordinates over a rectangular area of 300 × 300, as displayed in Figure 6.
As depicted in Figure 6, the simulated network topology consisted of two local area net-
works (LANs). Simulated hosts and routers were configured using a BriteTopologyHelper
class. Furthermore, each of the four LANs had six host nodes, one switch node, one router
node, and the relay nodes of the Internet. The attack sites were compromised IoT devices
(host 1–host 5 in LAN 1). The switch node was designated as Switch 1. The victim was
an online game server (host 11) in LAN 2 (host 6–host 10). We used the Python package
networkx to construct the network topology. Each pair of adjacent nodes was an edge that
was assigned a weight or cost in all paths. The function attribute res_cost(x,y) was used to
indicate the bandwidth and QoS of a path.

 
Figure 6. Simulated network topology specified by the BRITE framework (number of nodes = 32).
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The routing cost of each route in the network topology must be set to decide the next
hop path by using the command res_cost = array ([x, y], weight = x). The lower the routing
cost of a path, the higher the priority of a packet on it. A high-priority packet can traverse
a low-cost path with a relatively small delay.

Step 1.2: Data pre-processing for DDoS threats

Attack Paths Were Constructed Using the Following Two-Step Procedure

Step 1.2.1: Attack on the victim

In this step, the attack nodes 1, 6, and 11 (IP addresses of 192.168.1.1, 192.168.1.2, and
192.168.1.3, respectively) launched a series of low-rate DDoS attacks by using UDP floods
against the online game server (host 17) in LAN 4. The victim (IP address of 192.168.4.3)
listened by default on port 8008. Three cycles of attacks were conducted in 60 s to generate
routing information on the victim node for conducting IPTBK, as illustrated in Figure 7.

 

Figure 7. Packet information in a series of low-rate DDoS attacks launched from nodes 1, 6, and 11.

A total of 2685 attack packets (m = 2685) were sent to host 17 by using UDP floods.
The average packet quantity of the visited node was the basis for updating the number of
particles and assisting particle swarms to trace the sources of attacks by reconstructing the
routes (Figure 8).

Figure 8. Four attack paths for DDoS attacks from nodes 1, 6, and 11 (number of nodes = 32).

Step 1.2.2: Data collection
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We used Wireshark to collect the samples of network traffic flows from port 8008 of
the victim for periodically collecting the routing information of DDoS attacks from routers,
as displayed in Figures 9 and 10. The traffic flows were recorded in the Pcap format.
After collecting the attack flow packets, scavetool was used to convert the recorded files to
the comma-separated values format to the comma-separated values (CSV) format for the
reconstruction of attack paths.

 

Figure 9. Routing information collected from port 8008 using Wireshark.

 

Figure 10. Routing information summarized from the victim.

In practice, the defender uses the traceroute command to periodically validate the
routing information of DDoS attacks from routers and decide the route from a given source
by collecting the sequence of hops the packet traversed, as shown in Figure 11.

Figure 11. Using traceroute to validate the routing information of DDoS attacks.

Step 2: Route construction

The routing information generated in Step 1.2.2 was used as the input dataset of the
PSO model. The main characteristics of the LS-PSO model were as follows: (1) the particle
population was set equal to the number of packets collected related to DDoS attacks; (2)
the number of generations was set to 500, and the route-searching rules were updated for
each generation; (3) the initial value of wi (weighting factor) was 0.8; (4) c1 and c2 were
set as 2.0 in Equation (4); and (5) the number of subswarms was 4. For the first particle
swarm generated R was set to 5000 particles, and each subswarm had 20 particles (S = 20).
Moreover, each particle was run for 500 iterations (n = 500).

4.1.2. Dynamic Routing Costs of All the Routes

Considering the factors of traffic dynamics, including the bandwidth, traffic delay,
and QoS requirements in the network transmission, we set different weights (i.e., cost) for
each route in the network topology, and decided the next hop path by using the command
res_cost = array ([x, y], w = x) for paths r1–r6–r8 and r1–r4–r7–r8. Figure 12 indicates that
all paths had different routing costs and weights. The higher the routing cost, the lower
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the routing priority. The larger the weight (w), the larger the bandwidth. Moreover, the
shorter the routing distance for a path, the higher the QoS.

 

Figure 12. Dynamic routing cost settings for paths r1–r6–r8 and r1–r4–r7–r8..

As presented in Table 2, the simulated system comprised eight simple routes between
n1, n6, and n11 (the attack nodes) and n17 (the victim). This information was obtained using
the all_simple_paths application programming interface call in the networkx suite of ns-3.

Table 2. Set of simple routes between the attack nodes and the victim (n11).

Simple Routes Using All_Simple_Paths API

Route 1 n1–Switch 1–router 1–router 6–router 8–Switch 4–n17

Route 2 n1–Switch 1–router 1–router 7–router 8–Switch4–n17

Route 3 n6–Switch 2–router 2–router 6–router 1–router 4–router 7–router 8–Switch 4–n17

Route 4 n6–Switch 2–router 2–router 6–router 8–Switch 4–n17

Route 5 n6–Switch 2–router 2–router 3–router 6–router 1–router 4–router 7–router 8–Switch 4–n17

Route 6 n6–Switch 2–router 2–router 3–router 6–router 8–Switch 4–n17

Route 7 n11–Switch 3–router 5–router 4–router 1–router 8–Switch 4–n17

Route 8 n11–Switch 3–router 5–router 4–router 7–router 8–Switch 4–n17

Using the A* search algorithm.

To verify the optimal path of DDoS attacks, the shortest route between the attack
nodes and the victim was determined using A* algorithm [16]. The A* algorithm is an
improved version of Dijkstra’s algorithm. The A* algorithm can be used to identify the
shortest path between any two end nodes in a search space. We compared the performance
of the A* and LS-PSO algorithms for solving the IPTBK problem. First, we used the A*
algorithm in the networkx suite to examine the situation in which n1, n6, and n11 attacked
n17. By using this algorithm, the following paths in Table 3 were identified as having the
lowest costs.

Table 3. Set of the shortest routes between the attack nodes and the victim (n11).

Routes between the Attack Nodes and the Victim Using A* Search Algorithm

Route 1 n1–Switch 1–router 1–router 6–router 8–Switch 4–n17

Route 2 n6–Switch 6–router 2–router 6–router 8–Switch4–n17

Route 3 n11–Switch 3–router 5–router 4–router 7–router 8–Switch 4–n17

Using the LS-PSO algorithm.

We used the LS-PSO algorithm to analyse the possible attack path for the attack case
n1 → n17. By reconstructing the attack path for this case, we applied the subgroup searching
strategy to obtain the optimal solution. Particles travelled around all the paths and back to
the attack origins according to the local and global updating rules presented in Equations
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(5)–(10). After 500 generations had been executed, the results revealed two possible attack
paths for conducting model performance analysis.

Route 1: [‘n1′ , ‘sw1′, ‘r1′, ‘r6′, ‘r8′, ‘sw4′, ‘n17′ ]
Route 2: [‘n1′ , ‘sw1′, ‘r1′, ‘r4′, ‘r7′, ‘r8′, ‘sw4′, ‘n17′ ]

Similarly, the following paths were obtained for the attack cases n6 → n17 and
n11 → n17.

Route 3: [‘n6′ , ‘sw2′, ‘r2′, ‘r6′, ‘r8′, ‘sw4′, ‘n17′ ]
Route 4: [‘n11′ , ‘sw3′, ‘r5′, ‘r4′, ‘r7′, ‘r8′, ‘sw4′, ‘n17′ ]
Route 5: [‘n11′ , ‘sw3′, ‘r5′, ‘r4′, ‘r1′, ‘r6′, ‘r8′, ‘sw4′, ‘n17′ ]

Step 3: Model validation phase

After 500 generations had been executed, the coverage rate of the attack path in
the experimental case was calculated using Equation (10) (Table 4). The first three paths
presented in Table 4 were selected as the possible attack paths for the experimental case, in
which the minimum support threshold was t = 3%. As presented in Table 4, the LS-PSO–
IPTBK model exhibited an accuracy of 99.07% (m = 2685) for static traffic; thus, the error
rate was 0.93% for the network topology (number of nodes = 32).

Table 4. Possible paths of DDoS attacks (number of nodes = 32).

Attack Path Packets Collected Coverage Percentage

Route 1 n1–Switch 1–router 1–router 6–router
8–Switch 4–n17

840 31.29%

Route 2 n1–Switch 1–router 1–router 4–router
7–router 8–Switch 4–n17

840 31.29%

Route 3 n6–Switch 2–router 2–router 6–router
8–Switch 4–n17

810 30.17%

Route 4 n11–Switch 3–router 5–router 4–router
7–router 8–Switch 4–n17

70 2.06%

Route 5 n11–Switch 3–router 5–router 4–router
1–router 6–router 8–Switch 4–n17

100 3.12%

Total 2660 99.07%

4.2. Case study II: Network Performance Analysis for DDoS Attacks (64 Nodes)

In the second experiment, a series of DDoS attacks were conducted in a simulated
network topology (number of nodes = 64) using ns-3 with BRITE to evaluate the conver-
gence performance of the proposed model. As shown in Figure 13, the simulated network
topology consists of eight local area networks (LANs). In the following, the attack nodes,
including n1, n11, n21, n31, and n36, launched a series of low-rate DDoS attacks using UDP
floods against the node17 (port 8008) in LAN4. Six cycles of attacks were conducted in
60 s and a total of 4526 attack packets (m = 4526) were sent to host 17 using UDP floods, as
illustrated in Figure 14.
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Figure 13. Simulated network topology specified by the BRITE framework (number of nodes = 64).

Figure 14. Six attack paths for Distributed Denial-Of-Service (DDoS) attacks from nodes 1, 11, 21, 31, and 36.

Similar to the first experiment, we used the LS-PSO algorithm to analyse the possible
attack path for the test case (n1 → n17), (n11 → n17), (n21 → n17), (n31 → n17), and (n36 → n17).
The coverage rate of the attack path in the experimental case was calculated using Equation
(10), and the experiment results for the five cases are listed in Table 5.
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Table 5. Possible paths of DDoS attacks (number of nodes = 64).

Attack Path Packets Collected Coverage Percentage

Route 1 n1-switch1-router1-router6-router9-router8-
router10-switch4-n17 508 11.22%

Route 2 n1-switch1-router1- router13-router6-
router9-router8-router10-switch4-n17 508 11.22%

Route 3 n11-switch3-router7-router5-router6-router9-
router8-router10-switch4-n17 420 4.46%

Route 4
n21-switch5-router17-router4-router2-router1-

router6-router9-router8-
router10-switch4-n17

202 9.28%

Route 5
n21-switch5-router17-router2-router1-router6-

router9-router8-router10-
switch4-n17

428 9.46%

Route 6
n31-switch7-router18-router11-router12-router7-

router5-router6-router9-router8-
router10-switch4-n17

426 9.41%

Route 7
n31-switch7-router18-router11-router12-router7-

router14-router5-router6-
router9-router8-router10-switch4-n17

423 9.35%

Route 8 n26-switch6-router19-router1-router13-router6-
router9-router8-router10-switch4-n17 456 10.08%

Route 9 n26-switch6-router19-router16-router9-router8-
router10-switch4-n17 503 11.11%

Route 10 n31-switch7-router18-router5-router6-router9-
router8-router10-switch4-n17 428 9.35%

Total 4258 95.05%

Table 5 indicates the LS-PSO accuracy considering that the static traffic was 95.05%
(m = 4526) and that the error rate was 4.95% for the network topology (number of nodes = 32).

The effect of the network size on the number of packets required to construct the
attack path was also investigated. Table 6 shows the accuracy and execution time for a test
set of routing algorithms with different topology sizes. The experimental results indicate
that the execution time of PSO algorithm is higher than that of the LS-PSO algorithm
due to the global optimal position that is exploited using the regrouping strategy in the
LS-PSO algorithm. Furthermore, the experimental results indicate that the traceback error
decreased as the size of the testing data increased.

Table 6. Traceback accuracy vs. execution time of DDoS attacks using the proposed algorithm with
A* and PSO algorithm.

Scheme

Topology
ns = 32 Nodes ns = 64 Nodes

A* search algorithm 90.15%/0.66 ms 87.75%/1.88 ms

PSO 93.16%/66,629.38 ms 90.04%/108,499.41 ms

LS-PSO 99.07%/28,587.81 ms 95.05%/56,657.07 ms

Obviously, the accuracy of the proposed algorithm is higher than those of the A*
and the PSO algorithm. Two experimental results demonstrated that the traceback error
increased with an increase in the size of the network topology (ns) for the LS-PSO algorithm.
The overall accuracy rate for the two test cases was 97.06%.
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4.3. Case Study III: Network Performance Analysis for DDoS Attacks with Different Subswarms
(64 Nodes)

In practice, the LS-PSO algorithm needs to determine the best number of subswarms.
The effect of the search strategy with different numbers of subswarm particles (ns = 2, 4,
and 8) on the number of packets required to construct the attack path in a medium-scale
network topology was also investigated. For similar test runs, a series of DDoS attacks
was conducted on two simulated network topologies (number of nodes = 32 and 64) to
evaluate the convergence performance of the proposed model (Figures 10 and 12). In the
experiment, the attacker flooded the victim with packets originating from the attack nodes.

A total of 4526 attack packets were sent in irregular bursts within 120 s to congest
the link. Table 7 presents the coverage percentage achieved with the proposed model in
the experiment. The results presented in Table 7 indicate that the accuracy of the LS-PSO
algorithm was 97.96% when the number of swarms was 2 (R = 5000, S = 20, and 500
generations); thus, the corresponding error rate was 2.04%. Moreover, the accuracy of the
aforementioned algorithm was 98.29% and 97.60% when using four and eight swarms,
respectively. The experimental results indicated that the LS-PSO scheme achieved a higher
accuracy for medium-scale networks when using four-swarm than when using two-swarm
or eight-swarm.

Table 7. Experimental results obtained with different numbers of subswarms.

Scheme

Topology
ns = 32 Nodes ns = 64 Nodes

A* search algorithm 90.15% 87.75%

PSO 93.16% 90.04%

LS-PSO(2) 99.27% 96.65%

LS-PSO(4) 99.42% 97.15%

LS-PSO(8) 99.08% 96.12%

5. Conclusions

This paper presents an LS-PSO algorithm for solving the IPTBK problem. The pro-
posed algorithm can analyse the effects of multiple-swarm search strategies on the quality
of PSO solutions to improve the reconstruction accuracy for the probable paths of DDoS
attacks. The experimental results confirmed that the proposed algorithm can analyse the
possible attack paths of botnets and the attack sources of DDoS threats by IP traceback
techniques with the LS-PSO algorithm.

Although the proposed algorithm can solve the IPTBK problem, its use entails practical
challenges. For example, in the case of a DDoS attack, the proposed algorithm generates
unusually high rates of packet loss across a network, which may disorder the sequence
of packet marking and thus may reduce the traceback accuracy of the algorithm. To
implement rapid countermeasures against cyber-attacks involving DDoS flooding in high-
speed networks, such as 5G networks, partial packets with high rates of packet loss must
be collected. A future study will examine the minimum number of packets required to
determine the origins of attacks.
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Nomenclature

Problem formulation:
Symbol list.

c1 and c2 acceleration constants
Ci route cost of path
dij travel routing distance (hop count)
E a set of edges eij
eij edge from node xi to node xj
G gravity vector
Lp cost function
N a set of network nodes
ns a set of nodes for attack sources
nd a set of victim
pn

ij the probability of a path from node i to node j for particle n
rand() a random number in the range (0, 1)
QoS quality of service
vk

i the velocity of particle i in k subswarm
vo initial speed of a particle
xk

i the position of particle i in k subswarm
Δxk

i the movement of Δt for particle i in k subswarm
Δτk

ij the movement of Δt for a particle in k subswarm (CFRS strategy)
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Abstract: Several trusted tasks use consensus algorithms to solve agreement challenges. Usually,
consensus agreements are used to ensure data integrity and reliability in untrusted environments.
In many distributed networking fields, the Proof of Work (PoW) consensus algorithm is commonly
used. However, the standard PoW mechanism has two main limitations, where the first is the high
power consumption and the second is the 51% attack vulnerability. In this paper, we look to improve
the PoW consensus protocol by introducing several proof rounds. Any given consensus node should
resolve the game of the current round Roundi before participating in the next round Roundi+1. Any
node that resolves the game of Roundi can only pass to the next round if a predetermined number of
solutions has been found by other nodes. The obtained evaluation results of this technique show
significant improvements in terms of energy consumption and robustness against the 51% and Sybil
attacks. By fixing the number of processes, we obtained an energy gain rate of 15.63% with five
rounds and a gain rate of 19.91% with ten rounds.

Keywords: improved PoW consensus algorithms; blockchain; energy consumption; distributed
systems; game competition

1. Introduction

Distributed computing is a computing field that studies distributed systems (DS)
whose components are located on different networked computers spread over different
geographies and which communicate by transmitting messages in order to achieve a com-
mon goal [1]. In this scenario and with the absence of a global clock, the event of failure of
an independent component in the system must tolerate the failure of individual computers.
Each computer has only a limited and incomplete view of the system. Various hardware
and software architectures are used for DS. In peer-to-peer (P2P), there are no special
machines that provide services or manage network resources and the responsibilities are
evenly distributed among all machines called peers. Peers can serve as both clients and
servers. In the context of DS, the Byzantine Generals Problem (BGP) is a distributed com-
putational problem that was formalized by Leslie Lamport, Robert Shostak and Marshall
Pease in 1982 [2]. The BGP is a metaphor that deals with the questioning of the reliability
of transmissions and the integrity of the interlocutors. A set of elements working together
must indeed manage possible failures between them. These failures will then consist of
the presentation of erroneous or inconsistent information. The management of these faulty
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components is also called fault tolerance which leads us to talk about synchronous and
asynchronous systems. Fischer, Lynch and Paterson (FLP) [3] have shown that consensus
can not be reached in a synchronous environment if even a third of the processors are
maliciously defective. In an asynchronous system, even with a single faulty process, it is
not possible to guarantee that consensus will be reached (the system does not always end).
FLP says that consensus will not always be reached, but not that it ever will be. This study
concerns asynchronous systems, where all processors operate at unpredictable speeds [4].
Theoretically, a consensus can not always be achieved systematically asynchronously. But
despite this result, it is possible to obtain satisfactory results in practice, as for instance by
the non-perfect algorithms of Paxos Lamport [5] (in the context of obvious failures and no
Byzantine faults). Lamport, Shostak and Pease showed in [2], via the Byzantine Generals
Problem, that If f is the number of faulty processes, it takes at least 3 f + 1 processes (in
total) for the consensus to be obtained. Under these conditions, the PoW technique has
ensured the consensus perfectly, but its major problem is the enormous consumption of
energy. In this paper, we propose a consensus protocol for an asynchronous environment.
We minimize the energy consumption to ensure the synchronization by the application of
several rounds of consensus, where in each round the nodes make a Proof-Wait, i.e., show
the PoW then make a wait. The remainder of this paper is organised as follows: In Section 2,
we will discuss the consensus problem. In Section 3, we provide an overview of the con-
sensus protocol. In Section 4, we present our proposed protocol. Section 5 demonstrates
the validity of our protocol. Section 6 shows the compute and wait implementation. In
Section 7, we will discuss the hardness of the proposed cryptosystem. Finally, we conclude
with Section 8.

2. Consensus Problem

A fundamental goal in distributed computing and multi-agent systems is to achieve
overall system reliability in the presence of a number of faulty processes. This obviously
requires the coordination of the correct processes in order to reach an agreement on a final
decision. The processes must agree on a common value, where each process must provide
a local value which is broadcast to all the other processes (or else, it shows a measure or a
calculation). From all the proposed values, the processes must decide on a single common
value such that either a leader process initiates the accord phase, or the accord phase is
started at predetermined times. Many applications require consensus including blockchain,
clock synchronization, cloud computing, opinion-forming, page-rank, smart grids, drone
control, state estimation, load balancing and so on.

2.1. Conditions to be validated

The choice of the consensus algorithm is the main element. It determines the level of
security and impact, and thus the following points must be achieved:

• Accord: The decided value is the same for all the correct processes.
• Integrity: A process decides at most once and there is no change in value choice.
• Validity: The value chosen by a process is one of the values proposed by the other processes.
• Termination: The decision phase takes place in a finite time (any correct process

decides in a finite time).

2.2. Potential attacks

Choosing the wrong consensus algorithm can render the underlying system unusable
and put all stored data at risk. The vulnerability of a consensus can expose the system to
the following attacks:

• 51% attack: In the PoW algorithm, the domination can be achieved by controlling more
than half of the total computation of the network (hash rate) [6]. The pool (a group of
miners working together called a mining pool) would be able to add its own blocks
to the blockchain or create a competing independent branch to which the main and
legitimate branch will converge later. This type of attack notably allows the attacking
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pool to be able to spend twice its own funds (double-spending attack) and reject
transactions that it does not want to be included in the ledger.

• Sybil attack: One hostile node can conduct a Sybil attack by creating a large number
of identities and using them to exert disproportionate influence and to defraud the
system to break its trust and redundancy mechanism [7].

• DDoS attack: This attack aims to disrupt the normal functioning of the network by
flooding the nodes with information or to lower the expected success outlook of a
competing mining pool [8].

3. Consensus Protocol Overview

Bitcoin technology could refer to the most famous blockchain implementation that is
created in 2008 by a person or group working under the pseudonym “Satoshi Nakamoto” [9].
In public cryptocurrencies and distributed ledger systems, the fundamental infrastructure
of the blockchain is a peer-to-peer overlay network over the Internet [10]. Transactions
represent the exchanges between users, and the recorded transactions are grouped together
in blocks of size 1M at most. After recording recent transactions, a new block is generated
and all transactions will be validated by miners, who will analyze the entire history of the
blockchain. If the block is valid, it is time-stamped and integrated into the blockchain. The
transactions’ contents are then visible on the entire network. Once added to the chain, a
block can not be changed or deleted, which guarantees the authenticity and security of the
network. Each block in the chain is made up of the following elements: a collection of trans-
actions, the hash (sum of transactions) used as an identifier, the hash of the previous block
(except for the first block in the chain, called the genesis block) and the target (a measure of
the amount of work that was required to produce the block). The main application of this
technology is that of crypto-currencies such as Bitcoin [11]. Beyond its monetary aspect, this
decentralized information storage technology could have multiple applications requiring
secure exchanges without going through a centralizing body, or unfalsifiable traceability,
such as applications based on smart contracts, applications allowing the exchange of all
kinds of goods or services, means of improving their predictive systems known as oracles,
the traceability of products in the food chain, etc. Each node of the network operates
autonomously with respect to the set of rules to which it belongs, and this mechanism of
identity management plays a main role in determining the organization of the nodes of a
blockchain network.

From the system design perspective, a blockchain network contains four levels of
implementation. These are the data and network organization protocols, the distributed
consensus protocols, the autonomous organization framework based on intelligent con-
tracts and the application (the interface) [12]. In each type of blockchain, several consensus
algorithms are designed. One of the most famous algorithms is Proof of Work (PoW),
whose concept was first introduced by Cynthia Dwork and Moni Naor in 1993 [13] and in
which the authors have presented a computational technique to combat spam in particular
and control access to a shared resource in general. The main idea is to require a user to
calculate a moderately difficult but not insoluble function, in order to access the resource,
thus avoiding frivolous use. Then the work should be difficult to do for the requester, but
easily verifiable for a third party. In 1997, Adam Back implemented the idea with Hashcash,
an algorithm to easily produce proofs of work using a hash function (especially SHA-256),
and whose main use was electronic mail. The term ’proof of work’ has been coined in
1999 by Markus Jakobsson and Ari Juels in their article Proofs of Work and Bread Pudding
Protocols [14]. In Bitcoin, to validate a block, the miner had to build a draft of this block
(including transactions and payload data), indicate the identifier of the previous block
to make the link, and vary a number present in the header called the nonce. By varying
this nonce (as well as other parameters in the block), the miner was able to try a gigantic
number of possibilities so that the hash of the header produced a suitable result, i.e., a hash
starting with a sufficient number of zeroes. Due to the high power consumption of PoW, the
Proof of Stake (PoS) is positioned as an alternative. Peercoin was the first cryptocurrency
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to use PoS by Sunny King and Scott Nadal in 2012 [15]. PoS asks the user to prove the
possession of a certain quantity of cyber money to pretend to validate blocks. To avoid
centralization (the richest member would always have an advantage) and the Nothing at
Stake attack, many alternatives exist for a move towards more comprehensive consensus
mechanisms which use random allocation methods taking into account the age of the
coin (as in the case of Peercoin) and depending on the velocity [16] used by the ReddCoin
cryptocurrency. The variant that is often considered as one of the most balanced protocols
between security, decentralization and network scalability is Delegated Proof of Stake used
by the BitShares cryptocurrency [17]. Its selection is based on votes in which the block
validator is randomly selected from a group of 101 delegates who have the highest stakes.
Proof of Burn (PoB), or Proof of Destruction [18], is an algorithm very similar to PoS. In
PoS, the participant sequesters a certain amount of cryptocurrency, which is a necessary
collateral to participate in the validation of the network, but if he wishes to leave this
network it is possible to recover his initial stake. What PoB and PoS have in common is
the fact that block validators must invest their own coins in order to participate in the
consensus mechanism. At PoB, this will involve destroying the coins that the participant
provided to gain the right to validate network transactions. This system is similar to PoS
in that the more coins it burns, the more likely it is to obtain the associated reward. Proof
of Burn is offered as an alternative to the classic Proof of Work, but this young technique
is criticized by some detractors who consider it a simple waste of tokens. It is the idea of
destroying cryptocurrency in order to create it.

There are also many challenges that attempt to replace “Work” in PoW. For example,
Proof of eXercise (PoX) in [19], where the challenge is to solve a real eXercise, a scientific
computation problem based on a matrix. The authors chose matrix problems because matri-
ces have interesting composability properties that help to solve the difficulty, collaborative
verification and pool-mining, and also that matrix problems cover a wide range of useful
real-world problems, being a primary abstraction for most scientific computing problems.
The miner must solve the following equation:

X1 ◦ X2 ◦ ... ◦ Xp = Y (1)

where Xi and Y are matrices, ◦ is an operator, e.g., a product, a sum, etc. Another challenge
proposed is Primecoin [20] which, as its name indicates, consists of finding prime numbers
instead of finding the nonce.

Proof of Space [21] or Proofs of Capacity (PoC) is a protocol between a prover P and a
verifier V which has two distinct phases. After an initialization phase, P is supposed to
store data F of size N, while V contains only a few information. At any later time, V can
initiate an execution phase of the proof, and at the end, V outputs reject or accept. The
authors demanded that V be very efficient in both phases, while P is very efficient in the
execution phase as long as it is stored and has random access to the data F. The simplest
solution would be for the verifier V to generate a pseudo-random file F of 100 GB and send
it to the prover P during an initialization phase. Later, V can ask P to return a few bits of F
at random positions, making sure that V stores (at least a large part of) F. Unfortunately,
with this solution, V still has to send a huge 100 GB file to P, which makes this approach
virtually useless in practice. The PoC scheme which they proposed is based on graphs
that are difficult to engrave. During the initialization phase, V sends the description of
a hash function to P, which then labels the nodes of a graph that is difficult to engrave
using this function. Here, the label of a node is calculated as the hash of the labels of its
children. V then calculates a Merkle hash of all the labels and sends this value to P. In the
execution phase of the proof, V simply asks P to open the labels corresponding to certain
nodes chosen at random.

Proof of Space-Time (PoST) is another consensus algorithm closely related to PoC.
PoST [22] differs from proof of capacity in that PoST allows network participants to prove
that they have spent a “space-time” resource, meaning that they have allocated storage
capacity to the network over a period of time. The authors called this ’Rational’ Proofs of
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Space-Time because the true cost of storage is proportional to the product of storage capacity
and the time that it used. The rational proof of financial interest in the network achieved by
PoST addresses two problems with proof of capacity. The first, Arbitrary amortized cost:
In a consensus system that doesn’t account for time, participants can generate an arbitrary
amount of PoC proofs by reusing the same storage space, and lowering their true cost. The
second, Misaligned incentives: A rational participant in a PoC system will discard almost
all stored data whenever computation costs less than the data storage do. This essentially
turns PoC into a partial PoW system, which is potentially more resource-intensive.

An extension of Bitcoin’s PoW via PoS is presented in Proof of Activity (PoA) by
Bentov et al. [23]. Miners start with PoW and claim their reward. The difference is that
the extracted blocks do not contain transactions. They are simply templates with header
information and the mining reward address. Once this nearly blank block is mined, the
system switches to PoS. The header information is used to select a random group of
validators to sign the block. They are coin holders (stakeholders) and the greater the stake
held by a validator, the more likely he or she will be selected to sign the new block. Once all
the chosen validators have signed the block, it becomes an actual part of the blockchain. If
the block remains unsigned by some of the chosen validators for a given time, it is rejected
as incomplete and the next winning block is used. Validators are chosen again and this
continues until a winning block is signed by all selected validators. The network costs
are divided between the winning miner and the validators who signed the block. PoA is
criticized that too much power is still needed to mine blocks during the PoW phase on one
hand. On the other hand, coin accumulators are even more likely to make the signatory list
and rack up more virtual currency rewards.

A random mining group selection to prevent 51% Attacks on Bitcoin is proposed
in [24]. The authors divide miners into several groups. Each peer node determines its
mining group using the Hg (·) hash function and its wallet address. Additionally, once
a block is created, its hash value is used with Hg (·) to determine which mining group
is supposed to find the next block. Only even nodes belonging to the mining group are
allowed to mine the next block and to compete with each other. Once a block is propagated
over the P2P network, other nodes can check if the block was generated by the correct
mining group by comparing the hash value of the previous block in the header of the
block with the address of block creators. Here, although there may be an attacker with
more than half of the total hash power, the chances of a successful double-spend attack
can be greatly reduced by increasing the number of mining groups as the mining groups
are chosen at random. In addition, the computational power required for block mining
is effectively reduced by 1/(number of groups) because even nodes not belonging to the
selected group do not participate in PoW and the difficulty level can be lowered due to the
smaller number of competing miners in each group. The authors show that if the number
of groups is greater than or equal to two, the probability of the attacker of finding the next
block is less than 50%.

4. Proposed Protocol

There are three types of blockchain, private, public and hybrid. A private blockchain
(permissioned) operates in a restrictive environment, i.e., a closed network. In an au-
thorized blockchain that is under the control of an entity, only authorized nodes with a
revealed identity are allowed to enable basic functionalities such as consensus participation
or data propagation [25]. Comparatively, in a public blockchain (permission-less/open
access), if the node has a valid pseudonym (account address), it can freely join the net-
work and activate any available network functionalities such as sending, receiving and
validating transactions and blocks according to common rules. Therefore, there is usually
such a blockchain network instance on a global scale that is subject to public governance.
Specifically, anyone can participate in the blockchain consensus, although a person’s voting
power is generally proportional to its possession of network resources, such as computing
power, wealth token and storage space [26]. A hybrid blockchain (consortium or federated)
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is a creative approach to solving the needs of organizations which have a need for public
and private blockchain functionality. Some aspects of organizations are made public, while
others remain private. The consensus algorithms in a consortium blockchain are controlled
by the predefined nodes. It is not open to the popular masses, it still has a decentralized
character and there is not a single centralized force that controls it. Therefore, it offers all
the functionalities of a private blockchain, including transparency, confidentiality, and effi-
ciency, without a single party having to consolidate power. In this paper, we are concerned
with the second type only, which is the public blockchain.

As shown in Figure 1, we divided the overall operation to reach consensus into several
rounds (Supplementary Materials). At the start, a node launches the first round and looks
for a solution for its own block, like the basic PoW algorithm, but with a much lower degree
of difficulty than what is currently applied. Where the difficulty was X and the number
of rounds was 1, in the proposed algorithm, the difficulty is X′ < X and the number of
rounds is Y > 1. Once the solution is found, the node shares it and checks whether there
are nine (9) other solutions found in the network for this round (for example, in a scenario
of 10 solutions to find). If so, this node has the right to participate in the next round and
to restart the PoW. If not, i.e., there are not yet nine (9) solutions found by other nodes,
this candidate node will wait until it receives the remaining nine (9) solutions. In the last
round, the first node that will find the solution will be the miner, so that in the last round
the protocol looks for a single solution. In the original PoW, the proof consists of finding
the nonce according to the inequality: Hash(Block + Nonce) < Target. In the proposed
protocol, the proof of round i is according to the following inequality:

Hash(Block + IDRoundi−1 + Nonce) < Target (2)

Initially, the identifier (ID) Round is equal to 1. After that, the ID Round is equal to the
sum of nonces found in the previous round. Therefore, in each round, there is a new ID
so that the nodes will work on it. If we have ten solutions to find in each round, we will
obtain the following equation:

IDRoundk =
10

∑
i=1

(noncei o f roundk−1) (3)

time

Start  of consensus

C

Round 1Round 2 Round 3 Last round

C

W
C

C

C C

S

C

. . .

End of consensus

Process 1

Process 2

Process n

C

C C

W W W

C

S

S

C

W

C : compute
W : wait
S : succes

W. . .

Figure 1. A Compute and Wait Consensus PoW Algorithm.

Let NbrR be the number of rounds and NbrS the number of solutions to find in each
round. If two nodes succeed in finding the solution in the last round, then the other nodes
will receive two solutions. In this case, the nodes must calculate the standard deviation of
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the solutions found in all the rounds for each of these two winners. The miner is the node
with the smallest standard deviation. There is another parameter that we can introduce
here, which is the consensus state. For the moment, in which round do the processes work?
Assuming that a process decides to leave competition if the other processes exceed it by
5 rounds (or 4, for example), this will minimize the energy to be consumed. For a process,
if the other competitors overtake him by two rounds, there is little hope of catching them.
This process will lose energy unnecessarily if it continues the calculation.

5. Protocol Demonstration

The four conditions of a consensus are: accord, integrity, validity and termination. In
fact, we see that there is a fifth condition that must be satisfied in every consensus to be
perfect. This condition is equality of opportunity (no domination). In the following, We
explain how our protocol verifies these five conditions.

1. Accord: In the final round, in the event that there is only one winner, all the nodes
will agree on him. In the case where there is more than one winner, for each winner,
we will calculate the standard deviation of his solutions found during all the rounds
and we will choose the minimum of these standard deviations. Mathematically, this
value is unique. In case there are two branches of the blockchain (fork problem), this
problem is solved in basic PoW by the golden rule, where the nodes will choose the
longest chain. Finally, the decided value is the same for all the correct nodes and in
all cases.

2. Integrity: Once the Px process obtains a valid nonce Hash (Blocki + Nonce1) < Target,
the process broadcasts it over the network with a specific date (timestamp). Of course,
this nonce is concerned with a specific block (Bi+1) and Nonce (N1), i.e., Px(Bi+1, N1).
After having obtained a second nonce N2, the process will broadcast it (Px(Bi+1, N2)),
and we notice here that there are two nonces N1 and N2 for the same block Bi+1. In
this case, there are several actions we can take, including to choose the smallest nonce.
Eventually, each process will participate with at most one value, so we have fulfilled
the condition of integrity.

3. Validity: For each solution received, the node will check its validity. The miner at
the end is a network node, having a unique public address and resolving the PoW in
all rounds.

4. Termination: Nodes express their acceptance of the block by working on creating the
next block in the chain, using the hash of the accepted block as the previous hash [6].
PoW resolution is estimated at 10 min, and these 10 min are more than enough for
the propagation in the network, and the candidate block will have been added to the
blockchain. In the proposed technique, the difficulty is minimized and the number of
rounds is increased. To ensure the termination in a finite time, we just need to balance
between the two factors difficulty and rounds. So, if the PoW has a termination, the
proposed protocol also has a termination.

6. Implementation

In our experiment, we simulated each node by a process, where we implemented
multi-process programming. In several tests, we created a different number of processes,
each of them starting with the creation of a random number blockID ← random(), which
is considered as the ID of the candidate block that the process is working on. After that,
each process follows the execution of the proposed algorithm (Algorithm 1). Using five
rounds and ten processes, the test took about 5 min, and we got the result shown in
Figure 2. The execution at University of El Oued was defined in Python using a mainframe
made up of 32 dual-processor nodes of 10 cores each. The intensive computing unit has a
management node with the following specifications: Processor: Intel Xeon (R) E5-2660 v3
@ 2.60 GHz x 20, memory: 64 GB of RAM, disk: 2 TB HDD, OS: RedHat Enterprise Linux
Server 7.2, OS type: 64 bit. The computing unit has 32 nodes. Each node has the following
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characteristics: 10 physical cores, storage capacity: 500 GB HDD and available memory:
64 GB. The Proposed technique can be defined by the following algorithm:

Algorithm 1 Consensus algorithm

Require: NbrS, NbrR
Ensure: solution

1: procedure CONS(NbrS, NbrR)
2: sols ← 0
3: roundID ← 0
4: currentRound ← 1
5: q ← Queue()
6: blockID ← random()
7: while currentRound <= NbrR do
8: while solution not f ound do
9: search f or solution

10: end while
11: sols ← sols + 1
12: if currentRound is NbrR then
13: print(I am the winner) , Exit()
14: end if
15: Broadcast(currentRound, solution)
16: put on(q, solution)
17: while sols < NbrS do
18: Nothing
19: end while
20: sols ← 0
21: currentRound ← currentRound + 1
22: RoundID ← ∑NbrS

i=1 q(i)
23: Broadcast(currentRound, RoundID)
24: end while
25: end procedure
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Figure 2. Compute and wait example execution.

We repeated the experiment tens of times in each scenario (each input variation). For
example, in Figure 3 with the first scenario where the number of processes is equal to 5
and the number of rounds equal to 5, the gain was 12.07. We repeated this test several
times and we obtained different values (between 11 and 14), but we took the most frequent
value which was 12.07. We did this at each input change (NbrR, NbrP = (5, 5); (5, 10);
(5, 15); (5, 20). We did not take the average of measurements, but we considered the most
frequent value.
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Figure 3. The influence of NbrP for fixed NbrR.

The formal definition of gain: In each round, the process searches for a solution
(compute time). Then the process will wait until it receives the latest solution. We will
consider this wait time as a gain, and we can formulate the gain rate as follows: gain rate
= wait time/total execution time. If the total execution time is the wait and compute time,
we obtain:

gain rate = wait time/(wait time + compute time) (4)

We let Ci,x (respectively, Wi,x) be the compute (respectively, wait) time of the process i
in round x. The gain of the process i can be formulated as follows:

gaini =
NbrR

∑
j=1

(Wi,j/(Wi,j + Ci,j)) (5)

The average gain rate (network gain rate) is:

Gain =
NbrP

∑
i=1

(gaini/NbrP) (6)

In the scenario shown in Figure 2, we have set the number of rounds NbrR = 5,
NbrP = NbrS = 10, where NbrP (respectively, NbrS) is the number of processes (respec-
tively, of solutions). We do not put different values between NbrP and NbrS in order to
study the pure effect of the number of rounds. We notice that there is a real compute and
wait in each round for most of the processes. Process 10 is the fastest because it has the
minimum execution time and the maximum waiting time, that is why it has the highest
gain rate (45.52%). On the other hand, process 1 (p1) is the heaviest process, because p1
has the highest execution and the lowest waiting time, and thus the lowest gain rate. For
p1, the gain rate = wait/(wait + execution) = 0/(0 + 195) = 0. We explain that p1 is the
last process to find the solution, it wakes up the others, and then starts directly the next
round without making any wait. Even though p1 didn’t wait, its computing time is less
than the one of p8. We explain this by two possibilities. The first is given when p8 started,
the second possibility when p1 quickly found the solution in the last round (there is no
wait after the last round) and p8 took a long time in the last round. In general, the average
gain of the network is 15.63%.

Compute and wait implementation: In the original PoW, each process will continue
the calculation for 10 min (until one of the processes finds the hash). In the proposed
protocol there are two types of processes, winning processes, which are processes that
participate in all rounds (noting that the final winner is the process that has the minimum
standard deviation of his solutions). The other type are those processes that leave the
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competition after such rounds (for example, when the number of solutions of the next
round is equal to NbrS). In these two types, no process does the calculation during 10 min,
there is a proof-wait (first type) or a proof-abandon (second type). So, there are two main
factors that must be handled, the number of rounds NbrR and the number of solutions to
be found in each round NbrS.

Lemma 1. If NbrR > 1 then Gain > 0

Proof. Based on the randomness of the hash function (Block + Nonce) < Target and on the
arbitrary speed of each process, we have:

Ci,x �= Cj,x, ∀i, j ∈ {
1, ..., NbrP

}
, ∀x ∈ {

1, ..., NbrR
}

(7)

where NbrP is the number of processes and 0 < x < NbrR. According to Equation (7),
|Ci,x − Cj,x| > 0, so either Wi,x > 0 or Wj,x > 0, which implies that Wi,x/(Wi,x + Ci,x) > 0
or Wi,x/(Wj,x + Cj,x) > 0. We obtain Gain > 0.

Lemma 2. If NbrP increases then Gain increases when NbrP = NbrS

Proof. We let the probability of finding the solution by 5 (respectively, 10) processes be
P5 (respectively, P10), we have P10 > P5. Let Tp be the compute time to find the solution
with a probability p. So, Tp10 < Tp5 implies that the wait time Wp10 > Wp5 . According to
Equation (4), gain10processes > gain5processes.

Discussion: In the first scenario shown by Figure 3, we fixed NbrR to 5, and we made
several tests, during which we increased the number of processes (NbrP = 5, 10, 15, 20) to
study the effect of this increase and its influence on the gain. These tests have shown that
the more many processes do compute and wait, the more the gain increases. We explain
this by the following example: in the round x, if first process pi finds a solution after 4 min,
we suppose that pi will wait t1 = 1 minute to start the next round x + 1, so the gain is
1/(1 + 4) = 20%. With NbrP = 10, the first process pj will find a solution in 3 min, pj will
wait for t2 > t1 (t2 = 2 min), so the gain is 2 / (2 + 4) = 30%.

In the second curve (curve on the right in Figure 3), where the NbrS is constant, we
observe that the gain decreases, because the number of processes (which are waiting)
decreases compared to the total number of processes. On the other hand, the number of
processes that do not wait is increasing, which implies a decrease in the average gain in
the network.

Lemma 3. While NbrR < upper bound, if NbrR increases then Gain increases.

Proof. Let w be the wait time, c the compute time, and e the execution time, so e = w + c.
The gain g = w

e , and if a process does little computation and a lot of wait, then it will have a
high gain rate. We know that there is no wait time in the last round, therefore, if NbrR = 2,
then g = w

e1+e2
where w is the wait time of round 1, e1 the compute time of round 1, and e2

the compute time of round 2. Let e1 + e2 = 2 × e. If NbrR = 3, then g = 2×w
3×e , if NbrR = 4,

then g = 3×w
4×e . . . , if NbrR = α, then g = α×w

(α+1)×e . The effect of the wait time absence in
the last round decreases if we increase NbrR and the gain g converges to w

e because α
(α+1)

converges to 1.

Discussion: In the second scenario illustrated by Figure 4, we fixed NbrP to 10, and we
made several tests, in each of them increasing the number of rounds (NbrR = 5, 10, 15, 20)
to study the effect of this increase and its influence on the gain. These tests have shown
that the more NbrR increases, the more the gain increases but not absolutely. Rather, this
increase converges to an upper bound related to the number of processes. Then the gain
decreases because the difficulty is also reduced (NbrR increases then difficulty decreases).
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Therefore, the processes will end almost at the same time because the solution is easy
to find.
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Figure 4. The influence of NbrR, case A.

Lemma 4. If NbrR increases then Gain(Gnw) converges to a number G

Proof. The average gain of the network (Gnw) = (g1 + g1 + . . . gNbrR)/NbrR where gi is
the gain of round i. We have gNbrR (gain of the last round) equal to 0 because there is a
calculation and there is no wait. gi depends on moments ti,j at which solutions are found
(ti,1 is the instant where the first solution of round i is found, ti,NbrR is the instant at which
the last solution of round i is found). In general, these times are random in each round,
therefore, g1 ≈ g2 ≈ . . . gNbrR−1 and then Gnw = (NbrR − 1)× g1/NbrR

We obtain:
Gnw = g1 − (g1/NbrR) (8)

We observe that if NbrR = 1 then Gnw = 0 and if NbrR increases then Gnw ≈ g1 = G
Discussion: Figure 5 shows how the gain converges to a constant number G when the

number of rounds increases (NbrR = 5, 10, 15, 20, 25). Usually, G depends on the number of
processes and the number of solutions. In Figure 5, we have fixed the number of processes
and the number of solutions. In Figure 5-right, (NbrP, NbrS) = (10, 5) and we have set up
several scenarios (NbrR = 5, . . . until NbrR = 200). We noticed that starting from NbrR = 20
the gain remains greater than 8 and less than 9. In the similar way, in Figure 5-left, the gain
remains close to 19.5 whenever NbrR > 20 (20 � NbrR � 200). This is why we said that
the gain converges to a constant number G when the number of rounds increases. G ≈ 8.5
with (NbrP, NbrS) = (10, 5) and NbrR � 20; G ≈ 19.5 with (NbrP, NbrS) = (10, 10) and
NbrR � 20.

The number of solutions is a very important factor because it designates the number
of processes that will wait; therefore, it controls the gain. Figure 6 shows the increase in
gain as NbrS increases. On the other hand, we cannot introduce a number of solutions
without having a multi-round environment. The importance of NbrS directs us towards
private blockchains; In which we can talk about NbrS compared to the total number of
processes. In another philosophy, we may consider that the node leaves the competition if
NbrS of the next round is saturated. In this case, we will increase the gain to the maximum
(Table 1). The downside of this philosophy is that after a round j in which the number
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of processes is NbrS and one of these processes breaks down, the rest of the competitors
(NbrS-1) cannot continue because NbrS (in round j + 1) will never be reached.
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Figure 5. The influence of NbrR, case B.
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Figure 6. The influence of NbrS.

Table 1. The gain rate with leaving competition.

NbrR NbrS NbrP Gain Rate

5 5 10 55

5 5 20 60

5 5 30 70

5 5 100 90

7. Analysis

To increase the level of security, PoW is based on the degree of difficulty. However, it
remains weak against 51% attacks [27]. Regarding domination, when the difficulty is equal
to D, there will be only one candidate (N1) who has the greatest computing power. We
have already done a test and reduced the difficulty to 50% to obtain 10 candidates, so the
probability that N1 wins is 10% instead of 100%, because no process controls the standard
deviation of its solutions. Therefore, the dominance has been reduced.
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As for the 51% attack, when dominance is reduced, the 51% attack will also be reduced.
On the other hand, the pool can not work freely to find a single solution, it has to go through
several rounds. After each round, the node must share the identifier of this round (idround)
which is calculated from the solutions trounced in the previous round, from which the
protocol implies to introduce this idround in the next proof of round (Equation (3)). These
steps will slow down the operation of producing another longer chain (branch) for use in
double-spending.

Speaking of the Sybil attack, it is in principle impracticable unless the attacker has
more than 50% of the network’s computing resources. Also, the consensus mechanism does
not prevent an attacker from disrupting the network by creating a number of malicious
nodes (false identities). The proposed protocol combines two techniques, multi-rounds and
standard deviation. In comparison to the basic PoW, it is difficult for these two techniques
and for a false identity to be the final winner. These false identities must create a chain
longer than the chain known in the network. The first technique (multi-rounds) will slow
down their work, the second (standard deviation) will decrease their chances.

8. Conclusions and Future Work

In this work, we have proposed an effective and applicable consensus algorithm, and
shown that, in blockchain or in any setting where we need an agreement, it is adaptable.
We have studied its validity according to the four known conditions of the agreement. We
have shown the energy gain achieved by this protocol to reach a drop of 15.63% with five
rounds and to reach a drop of 19.91% with ten rounds. We have set up several scenarios
establishing in each one several tests, with the manipulation of three factors (number of
rounds, number of processes and number of solutions in each round). We have studied
separately the influence of each factor on the energy consumed, and also, the influence of
introducing these factors in comparison to the basic PoW. We have seen the robustness of
the algorithm against the most famous attacks (51% and Sybil attack). In the future, we
intend to implement this algorithm in other sectors such as healthcare, for instance.

Supplementary Materials: Compute and Wait Proof o Work (CW-PoW) Video is available online at
https://mmutube.mmu.ac.uk/media/POW_Demonstration/1_zrjr8fqq.
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Abstract: Microgrid operations planning is crucial for emerging energy microgrids to enhance the
share of clean energy power generation and ensure a safe symmetry power grid among distributed
natural power sources and stable functioning of the entire power system. This paper suggests
a new improved version (namely, ESSA) of the sparrow search algorithm (SSA) based on an elite
reverse learning strategy and firefly algorithm (FA) mutation strategy for the power microgrid
optimal operations planning. Scheduling cycles of the microgrid with a distributed power source’s
optimal output and total operation cost is modeled based on variables, e.g., environmental costs,
electricity interaction, investment depreciation, and maintenance system, to establish grid multi-
objective economic optimization. Compared with other literature methods, such as Genetic algorithm
(GA), Particle swarm optimization (PSO), Firefly algorithm (FA), Bat algorithm (BA), Grey wolf
optimization (GWO), and SSA show that the proposed plan offers higher performance and feasibility
in solving microgrid operations planning issues.

Keywords: microgrid; distributed power supply; enhanced sparrow search algorithm; economical
operation

1. Introduction

Emerged microgrid technology will enhance the share of clean energy power genera-
tion, ensuring safe and stable functioning of the entire power system, maximizing the use
of scattered power sources, and coordinating and optimizing control [1]. The microgrids
can be considered an area’s internal power system and an internal load that has power
generation, transmission, and distribution capabilities to fulfill the dynamic load and
power quality [2]. As a result, several countries have used it as a research focal point for
power growth in the coming years [3]. Microgrid technology may not only improve the
power supply quality in remote regions, e.g., mountainous locations, islands, and other
areas [4], but it can also efficiently prevent large-scale power outages caused by accidents
and disasters [5]. Furthermore, as clean energy power-generating technologies become
more widely integrated, the composition and structure of power sources will become more
complicated and diversified, causing challenges with reactive power balance and power
quality across the entire power generation system [3].

Optimal operations planning for power supply systems would bring economic, safety,
reliability, and low pollution, which is considered a microsystem [4,6] group composed
of distributed a power supply, load, energy storage, control device system, and control
device [7,8]. The traditional methods for a large power grid show a burden that suffers from
greater computational complexity in its optimization [9,10]. Fortunately, the metaheuristic
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algorithm effectively deals with these issues of traditional optimization approaches for the
optimal operation of large power grid systems [11,12].

Most metaheuristic algorithms are inspired by physical phenomena or natural
species [13], e.g., the Firefly algorithm (FA) [14] and Sparrow search algorithm (SSA) [15]
are from the behavior of finding prey and escaping threat or avoiding enemies. There are
typical metaheuristic algorithms, such as Genetic algorithm (GA) [16], Particle swarm
optimization (PSO) [17], Harmony search algorithm (HS) [18], Ant colony algorithm
(ACO) [19], Bat algorithm (BA) [20], Grey wolf optimization (GWO) [21], and other
evolutionary algorithms [22]. Scholars in several engineering domains are interested
in metaheuristic algorithms because of the simple parameters, ease of understanding,
and implementing procedures. The challenge is tackled by targeting optimization using
a program that simulates a natural process iteratively.

A metaheuristic algorithm finds the best solution by allowing it to evolve naturally
among populations of possible solutions. Because of the high chance of a successful search
and the fast convergence speed, metaheuristic algorithms are increasingly used to solve
complex engineering, healthcare, finance, and military issues [13]. The SSA [15] is a recent
and excellent metaheuristic algorithm; it still faces the optimum local issue or can drop in
the trap of the optimum local when dealing with complicated problems like the microgrid
scheduling cycles problem.

This paper suggests a new enhanced SSA (ESSA) based on an elite reverse learning
strategy and FA mutation strategies for optimal operations planning of microgrid schedule
cycles with a distributed power source’s optimal outputs to enhance the share of clean
energy power generation and ensure a safe symmetry power grid among distributed
natural power sources and stable functioning of the entire power system. The microgrid
scheduling cycle running of the economy as the target and considering the differences of
impact parameters, e.g., load demand, season, timesharing, and electricity price, is given
as each unit’s mathematical model in a power microgrid.

The contributions are highlighted as follows:

• A new optimization method (called ESSA) is proposed based on the SSA by applying
elite reverse learning and FA’s mutation strategies.

• The proposed ESSA’s performance is evaluated by testing the selected benchmark
functions.

• The microgrid scheduling cycle running of the power microgrid is mathematically mod-
eled as the economy as the objective function for the optimization planning problem.

• The new proposed ESSA approach is applied to solve the microgrid scheduling cycle
with the power source planning’s optimal output and total operation cost.

The remaining paper is structured as follows. Section 2 presents the model description
of the power grid problem. Section 3 proposes the ESSA and tests its validation and
performance. Section 4 presents a case simulation on the power microgrid system to verify
the effectiveness of the proposed ESSA. Section 5 concludes.

2. A Microgrid Optimizing Model

The requirement of the microgrid fulfils the dynamic load and power quality, ef-
ficiently preventing power outages that improve the power supply quality in isolated
or remote regions [4]. A typical microgrid structure is composed of distributed power
sources, such as mainly including wind turbines (WTs), photovoltaic (PV), energy storage
systems (ESs), microturbines (MTs), fuel cells (FCs), and various parts of a load set, which
is connected to the distribution network through the point of common coupling (PCC)
voltage control of a grid [23]. In isolated island operation, the distributed power supply
and generator set the microgrid load demands [24]. Figure 1 illustrates a typical microgrid
structure schematic of distributed power sources.
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Figure 1. A typical microgrid structure schematic of distributed power sources.

WT power generation has characteristics that the actual wind speed mainly determines
the wind turbines’ output. The characteristics output values have several factors of the
wind turbine’s output power related to the wind speed as a piecewise function modeled
following the output power model:

Pwt(v) =

⎧⎪⎪⎨⎪⎪⎩
0, 0 ≤ v < vci

A + Bv + Cv2, vci ≤ v ≤ vr
Px, vr ≤ v ≤ vco
0, vco < v

(1)

where vci is the cut wind speed; vr is the rated wind speed; vco is the cutting wind speed;
Px is the rated power of the fan; and A, B, C are the power characteristic curve parameters
of the WT.

PV power supply as the output power supply can be expressed as follows:

Ppv = Prpv
IF(t)
800

[1 + λt(T(t)− Tst)]ηpv (2)

T(t)a = 25.5 +
IF(t)
800

(Tsc − 20) (3)

where Ppv is the output power value of the photovoltaic power supply; Prpv is the rated
power value of the photovoltaic system; IF(t) is the actual illumination intensity at the
sampling point t in the optimized operation; λt is the power-temperature coefficient; T(t)
is the ambient temperature value of the photovoltaic cell sampling point at time t; Tsc
is the temperature value under the standard test; and ηpv is the output efficiency of the
photovoltaic power supply.

ES is a kind of electric energy storage that plays peak-cutting and valley filling for the
grid’s load and ensures the system’s continuous power supply. Power is electric energy
storage that can charge and discharge for a short time, so the dispatching interval is not
long. The electric energy storage model’s relationship between the energy storage capacity
and charge-discharge power can be expressed as follows:

PES(t) = (1 − τ)PES(t − 1) +
[

PEES,ch(t)ηEES,ch − PEES,dis(t)
ηEES,dis

]
Δt (4)

where PES(t) is the energy storage capacity in period t; PEES,ch(t), PEES,dis(t), and ηEES,ch,
ηEES,dis respectively, t time to charge and discharge power and efficiency; τ is the self-
discharge rate of stored energy.

MT is also called a miniature gas turbine that can be a small thermal generator with
a power range of 25~300 kW, which uses natural gas, gasoline, and diesel. Its output power
is controllable. Typically, the power output of a micro-gas turbine is related to the amount
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of fuel it uses, and the more fuel there is, the greater the power output. The mathematical
model of the fuel cost of a micro gas turbine [15] is expressed as:

CMT(t) =
c f uel

LHV
·PMT(t)
ηMT(t)

(5)

where CMT(t) is the fuel cost of the miniature gas turbine in period t, $; c f uel is the price
of natural gas, $/m3; c f uel is set to 0.025 $/m3; PMT(t) is the output power of the micro
gas turbine in period t, kW; LHV is the low calorific value of natural gas, e.g., LHV is
set to 9.7 kWh/m3; and ηMT(t) is the efficiency of the micro gas turbine in period t. The
relation function between the output power of MT and the power generation efficiency in
the experiment section is expressed as follows:

ηMT(t) = 0.0753
(

PMT(t)
62

)3
− 0.3095

(
PMT(t)

65

)2
+ 0.4174

(
PMT(t)

65

)
+ 0.1068 (6)

FC is fuel cell power generation, which is a device that directly converts the chemical
energy of the chemical reaction into electric energy with high efficiency. The power
generation efficiency is much higher than other power generation methods, and it has
broad prospects for application to microgrids. The fuel cost mathematical model of FC [16]
is expressed as follows:

CFC(t) =
c f uel

LHV
·PFC(t)·t

ηFC(t)
(7)

where ηFC(t) and PFC(t) are respectively the efficiency and output power of the fuel cell
in the period of t. The relationship between the fuel cell power generation efficiency and
output power according to empirical experience [17] is expressed as follows:

ηFC(t) = −0.0023PFC(t) + 0.6735 (8)

An implementing microgrid needs to consider the safety grid and power balance
under several constraints, consisting of the output power constraint of the. distributed
power supply, the constraints of the unit generators climbing rate, and power interaction
constraints. The load of the system in period t is expressed as a power balance equal
constraint as follows:

Pload(t) = PWT(t) + PPV(t) + PMT(t) + PFC(t) + PES(t) + u·PEX(t) (9)

where Pload(t) is the load of the system in period t; the power load is a system supply’s
output power as a vector Pi(t) loads of WT, PV, . . . , EX, or i = 1.2 . . . n. The output
power constraint of the distributed power supply is exppessed as follows:

Pi,min ≤ Pi(t) ≤ Pi,max (10)

where Pi,min,Pi,max are the minimum and maximum active power output of the i-th power
supply.

The constraint of the unit climbing rate is:

|PMT(t)− PMT(t − 1)| ≤ Pmax
MT (11)

|PFC(t)− PFC(t − 1)| ≤ Pmax
FC (12)

where PMT(t), PMT(t − 1) are the active power output of the MGT in periods t and t − 1
respectively; PFC(t), PFC(t − 1) are the active power output of the fuel cell in period t and
period t − 1, respectively; and Pmax

MT , Pmax
FC are the upper power limit of the fuel cell and

MGT under climbing constraints, respectively.
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The power interaction constraints when the microgrid and large grid are connected are:

PEX,min(t) ≤ PEX(t) ≤ PEX,max(t) (13)

where PEX,min(t), PEX,max(t) is the minimum and maximum power exchanged between
the microgrid and the large grid in the period of t.

3. Proposed ESSA Algorithm

This section presents an improved version of the sparrow search algorithm (ESSA)
based on the elite reverse learning strategy and FA mutation strategy [14]. Before presenting
the approach details, we will review the original algorithm of SSA [15].

3.1. Sparrow Search Algorithm

The sparrow search algorithm (SSA) is a swarm intelligence optimization algorithm
based on sparrows’ feeding and predator avoidance behavior [15]. It mainly simulates the
process of the sparrow group foraging: the sparrow individuals who find better food act as
finders, and the other individuals act as followers. Simultaneously, a certain percentage
of the population is chosen to conduct reconnaissance and early warning. If danger is
identified, they will give up food, and safety comes first. The position of individual
sparrows is represented by the matrix below:

X =

⎡⎢⎢⎢⎣
x1,1 x1,2 . . . . . . x1,d
x2,1 x2,2 . . . . . . x2,d

...
xn,1

...
...

...
xn,2 . . . . . .

...
xn,d

⎤⎥⎥⎥⎦ (14)

where n is the number of sparrows and d is the dimension of the variable to be optimized.
Then, the fitness values of all sparrows can be expressed by the following vector:

F(X) =

⎡⎢⎢⎢⎣
f ([x1,1 x1,2 . . . . . . x1,d])
f ([x2,1 x2,2 . . . . . . x2,d])

...
f ([xn,1

...
...

...
xn,2 . . . . . .

...
xn,d])

⎤⎥⎥⎥⎦ (15)

where F(X), n are the fitness values of all sparrows, and the value of each row represents the
fitness value of an individual and the number of sparrows. The finders are the discoverer
responsible for finding food and guiding the entire population with higher fitness scores,
and prioritizing obtaining food during the search. As a result, the discoverers can search
for food over a much wider area than the participants. Once the sparrow detects a predator,
the individual begins to sing as an alarm signal. It means when the alarm value is greater
than the safety value, the finder will take the participants to other safe areas for foraging.
In each iteration, the location of the sparrow finder is updated as follows:

Xt+1
i,j =

{
Xt

i,j·exp
(

−i
α·itermax

)
i f R2 < ST

Xt
i,j + Q·L i f R2 ≥ ST

(16)

where Xt
i,j is the location of the sparrow finder; t is the current iteration; j = 1, 2, . . . , d is the

dimension of the i-th sparrow in iteration t; itermax is the constant with the max iterations;
α ∈ (0, 1] is a random number; R2(∈ [0, 1]) and ST ∈ [0.5, 1] represent alarm values and
safety thresholds, respectively; Q is a random number that follows a normal distribution;
and L is set to 1 if every entry of a dimensioned matrix is 1. When R2 < ST, this means
there are no predators around and the finder goes into extensive search mode; otherwise, if
R2 ≥ ST, this means that some sparrows have encountered danger with predators, and all
sparrows need to quickly fly away for safety.
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The lesser an entrant’s energy, the worse their chances of foraging in the group as
a whole. Some hungry newcomers are more inclined to flee to find more energy elsewhere.
Entrants can always look for the finder during foraging, which can obtain food or forage
around it. Some entrants may keep a close eye on the finders to boost their predation rate
and compete for food. On the other hand, some entrants keep a closer eye on the finders if
they notice that the good food discoverer will leave their current place to compete for food.
If they win, they will receive the finder’s food right away. The formula for the enrollees’
position updates is as follows:

Xt+1
i,j =

⎧⎪⎨⎪⎩ Q·exp
(

Xt
worst−Xt

i,j
i2

)
i f i > n/2

Xt+1
P +

∣∣∣Xt
i,j − Xt+1

P

∣∣∣·A+·L otherwise
(17)

where Xworst is the worst position in the search space at the current moment; A+ is
a random variable that has a dimension d with each element randomly [1, −1]; and
A+ = AT(AAT)−1. If i > n/2, it indicates the entrant i-th has a poor fitness value
and is most likely to starve. About 10% to 20% are assumed to be danger aware of the spar-
row population, which randomly generates the sparrows’ initial positions. The sparrows at
the edge of the group of the danger aware will quickly fly to the safe area to obtain a better
position, while the sparrows in the middle of the group will move around randomly to get
close to other sparrows. The mathematical model of the scout can be expressed as follows:

Xt+1
i,j =

⎧⎪⎪⎨⎪⎪⎩
Xt

best + β·
∣∣∣Xt

i,j − Xt
best

∣∣∣ i f fi > fg

Xt
i,j + K·

(∣∣∣Xt
i,j−Xt

worst

∣∣∣
( fi− fw)+ε

)
i f fi = fg

(18)

where Xbest is the current global optimal location; β is a step size control parameter as
a normal distribution of random numbers with a mean of 0 and a variance of 1; and K is
the direction of sparrow movement as the step size control coefficient that is a random
number ∈ [−1, 1]. The f is the fitness function of the optimization problem, where fi, fg,
and fw are the current, global best, and worst sparrow fitness values, respectively; ε is the
minimum constant to avoid zero division error. For simplicity, fi > fg means sparrows
are at the edge of the group, when it is safe, Xbest, around the center; otherwise, fi = fg
indicates that sparrows in the middle of the population are aware of the danger sparrows.

3.2. Enhanced Sparrow Search Algorithm—(ESSA)

Although having several advantages, e.g., easy implementation, local search ability,
and faster convergence, still, whenever dealing with a complicated problem like the grid
operation scheduling cycles, the SSA algorithm also encounters the issue of a weak global
search capability or jumping out of the optimal local operation or vulnerability to a local
optimum. The cause means the SSA algorithm efficiency is not stable. Reverse learning
and mutation are effective ways in group distribution problems to solve these limitations
of the SSA algorithm [6].

3.2.1. Elite Reverse Learning Strategy

For reverse solutions of total collection from the best fitness value of sparrows by
the elite strategy, a reverse group learning process [25] and an elite learning strategy
group [26] have merged into a new solution set, the solution set of the fitness value of
the worst sparrows, forming a new solution set. For the d-dimensional search space, let
S(x1, x2, . . . , xi . . . , xD), and xi ∈ [ai, bi], (i = 1, 2, . . . , d) is the forward solution of the prob-
lem. If a vector x is in the range [a, b], then the opposite sparrows of x in the d-dimensional
space can be expressed as follows:

x = a + b − x (19)
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The corresponding inverse vector as S′(x′
1, x′

2, . . . , x′
D
)
, can be expressed as xi = ai + bi − xi.

The inverse vectors of all the solutions in the optimization space are calculated, and
the original forward solution set and the reverse solution set are regarded as a sort of
fitness value according to the forward sparrow and the reverse sparrow as a whole. In
the d-dimensioned solution space, sparrows with the best fitness value can be selected
as a new optimization group through direct screening or other optimization strategies,
making the sparrows in the optimization space quickly converge to the optimal solution’s
location. The original solution and reverse solution vectors of collection using the elite
strategy generate new solutions with a specific rate to join the original solution and inverse
solution set, thus obtaining the new optimization group. A new solution Xinew is produced
for the optimized mathematical form as follows:

Xinew = Xi × Q1 (20)

Q1 = Ristar × rand(−0.5, 0.5)
D

(21)

where Q1 is the change factor for generating new solutions; D is the dimension of the
solution space; Ristar is the Euclidean distance between the optimal solution and the nearest
solution to the optimal solution; and rand(−0.5, 0.5) is a random number between −0.5
and 0.5. After sorting the fitness values of the solution vectors in the new set, the 20%
and d-dimension solutions XiWorst with the worst fitness values are eliminated to generate
a new optimization group.

3.2.2. Firefly Algorithm Mutation Strategy

In the firefly algorithm (FA) [14], individual fireflies emit light, which acts as a signal
to attract other individual fireflies. The FA shows several advantages of optimization
processing that can be used for enhancing SSA’s performance, e.g., search ability with its
mutations, fast convergence, and fewer parameters easy to operate. A mutation strategy
equation is one of the FA’s characteristics used to hybridize SSA’s updating formula in
Equation (18), which generates new solutions as follows:

Xt+1
i,j =

⎧⎪⎪⎨⎪⎪⎩
Xt

best + β1·
∣∣∣Xt

i,j − Xt
best

∣∣∣+ α·
(

rand − 1
2

)
i f fi > fg

Xt
i,j + K·

(∣∣∣Xt
i,j−Xt

worst

∣∣∣
( fi− fw)+ε

)
i f fi = fg

(22)

where Xbest is the global optimal position of the current sparrow; β1 is the step size control
parameter; K∈ [−1, 1] is a random number; fi fg, and fw are the current fitness value,
current global optimal fitness value, and current global worst fitness value; ε is a minimum
constant to avoid zero division error; α ∈ [0, 1] is a step size factor; and rand ∈ [0, 1] is
uniformly distributed random numbers.

3.3. ESSA Algorithm Evaluations

To verify the feasibility and potential of the proposed ESSA algorithm, we selected
several specific test functions of the CEC2019 test suit [27]. The proposed ESSA algorithm
is fully investigated through various benchmark functions that include multi-modals with
high single-peak, high multi-peak, and low-dimensional multi-peak to test its performance.
The selected test function set parameters are listed in Table 1.
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Table 1. Selected benchmark functions.

No. Function Name Function Dim Space fmin

F1 Sphere ∑n
i=1 x2

i 30 [−100, 100] 0

F2 Schwefel’s function 2.21 ∑n
i=1|xi |+ ∏n

i=1|xi | 30 [−10, 10] 0

F3 Schwefel’s function 1.2 ∑n
i=1

(
∑i

j−1 xj

)2 30 [−100, 100] 0

F4 Schwefel’s function 2.22 maxi{|xi |, 1 ≤ i ≤ n} 30 [−100, 100] 0

F5 Dejong’s noisy ∑n
i=1 ix4

i + random[0, 1) 30 [−100, 100] 0

F6 Schwefel ∑n
i=1 −xi sin

(√|xi |
)

30 [−500, 500] −125,969

F7 Rastringin ∑n
i=1
[
x2

i − 10 cos(2πxi) + 10
]

30 [−5.12, 5.12] 0

F8 Ackley −20e−0.2
√

1
n ∑n

i=1 x2
i − e

1
n ∑n

i=1 cos (2πxi) + 20+ e 30 [−32, 32] 0

F9 Griewank 1
4000 ∑n

i=1 x2
i − ∏n

i=1 cos
(

x[i]√
i

)
+ 1 30 [−600, 600] 0

F10 Generalized penalized 2
(

1
500 + ∑25

j=1

(
j + ∑2

i=1
(

xi − aij
)6
)−1

)−1
30 [−50, 50] 0

F11 Rosenbrock ∑n−1
i=1

[
100

(
xi+1 − x2

i
)2 − (xi − 1)2

]
30 [−30, 30] 0

F12 Sphere- steps ∑n
i=1(xi + 0.5)2 30 [−100, 100] 0

We compared each of the two mechanisms of the elite reverse-learning (strategy 1)
and FA mutation (strategy 2) with the original SSA and the ESSA (both strategies 1 and
2) in the average outcomes and executed time to verify their effect on the proposed ESSA.
Table 2 depicts the comparison of average outcomes and executed time of each of the two
mechanisms of elite reverse-learning (strategy 1) and FA-mutation (strategy 2) with the
original SSA and the ESSA. For the high single-peak benchmark functions, the execution
time of the ESSA is longer than the other strategy-applied algorithms. Still, its execution
time is the same as the different methods for the multi-modals and dimension multi-peak.

Table 2. Comparison of average outcomes and executed time of each of the two mechanisms of the
elite reverse-learning (strategy 1) and FA-mutation (strategy 2) with the original SSA and the ESSA
(strategies 1 and 2).

Algorithms

Strategy 1
Reverse-Learning SSA

Strategy 2
FA-Mutation SSA

Original
(SSA)

Strategies 1&2
(ESSA)

Average Exe.Time Average Exe.Time Average Exe.Time Average Exe.Time

F1 3.0 × 100 23.0 2.8 × 10−34 21.9 2.6 × 10−41 23.9 2.6 × 10−67 24.4

F2 1.0 × 100 13.2 2.3 × 10−13 12.4 9.7 × 10−41 13.5 9.6 × 10−41 13.8

F3 2.2 × 101 12.6 8.2 × 10−14 11.4 2.3 × 10−34 12.5 2.3 × 10−56 12.7

F4 4.4 × 10−1 13.0 8.5 × 10−16 12.4 1.1 × 10−8 13.5 1.1 × 10−38 13.8

F5 1.9 × 100 44.0 1.8 × 10−3 41.8 1.6 × 10−3 45.7 1.6 × 10−3 46.6

F6 −7.0 × 101 123.0 −1.2 × 101 116.9 −1.1 × 103 117.8 −1.2 × 101 130.4

F7 9.6 × 101 23.0 3.3 × 102 21.9 2.2 × 10−1 23.9 2.2 × 10−1 24.4

F8 3.7 × 100 32.2 3.3 × 10−15 30.4 2.1 × 10−16 33.2 2.1 × 10−16 33.9

F9 4.2 × 101 12.0 5.8 × 100 11.4 8.7 × 10−1 12.5 8.7 × 10−1 12.7

F10 4.4 × 10−1 12.0 6.2 × 100 11.4 2.9 × 10−1 12.5 2.9 × 10−1 12.7

F11 −3.6 × 100 32.0 −5.9 × 100 30.4 −2.4 × 100 33.2 −2.4 × 100 33.9

F12 −1.4 × 101 43.0 −1.2 × 101 40.9 −2.3 × 101 44.7 −2.3 × 101 41.6

Figure 2 shows the effective applied equation strategies of each of the two mechanisms
of the elite reverse-learning (strategy 1) and FA-mutation (strategy 2) with the original SSA
for the selected test functions. Strategy 1 of the elite reverse-learning could enhance the
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algorithm’s exploiting ability as the local search. In contrast, strategy 2 of the FA-mutation
makes more diverse solutions and increases the algorithm’s exploring ability.

Figure 2. The effective applied equation strategies of each of the two mechanisms of the elite
reverse-learning (strategy 1) and FA-mutation (strategy 2) with the original SSA in different
problem dimension spaces.

The obtained results of the proposed algorithm are compared with the other meth-
ods in the literature, e.g., PSO [17], GA [16], FA [14], BA [20], GWO [21], and SSA [15]
algorithms. The setting parameters for the algorithms in the experiment with the same
condition and platform environment, e.g., population size N set to 30, maximum iteration
times T is set to 500, dimension D of the test function, and upper and lower bounds ub
and lb of the initial value are set according to the reference functions in Table 1. The
PSO’s weight parameter is set to 0.4 to 0.9; the factors of c1 and c2 are set to 1.7 [17]. The
FA’s randomization parameter α ranges in [0 to 1], attractiveness β0 is set to 0.02, and the
absorption coefficient γ is set to 0.7 [14]. The BA’s frequency fmin, fmax is set to the range
[0, 5], A0 is set to 0.92, and α and γ are set to 0.9 and 0.98, respectively [20]. The GWO’s
coefficient of the prey and search wolf position vectors are initialized in the range [0, 1];
the variables of the arbitrary values r1 and r2 are set to drop from 2 to 0 over the iteration
courses. The number of finders pNum and the number of the reconnaissance and warning
sparrows sNum are both 20% of the population size [15].
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The evaluation indexes of the comparable outcomes are the obtained mean and
standard deviation values from the algorithms for the selected benchmark functions. The
experimental results are an average of the obtained results of 30 independent runs for each
benchmark function to avoid the contingency of the optimization results and prove the
stability of the suggested algorithm, so the number of runs is set to 30.

Tables 3–5 show the experimental data of the obtained results of the proposed algo-
rithm compared with the other methods, e.g., PSO, GA, FA, BA, GWO, and SSA algorithms.
It can be seen that the proposed algorithm produces the optimization results of functions,
e.g., F1–F5, F8, and F10–F11, better than the other algorithms in terms of the optimization
accuracy, and the optimization results of F1–F4 and F10–F12 of ESSA are significantly
improved compared with the original algorithm.

Table 3. Obtained optimization results comparison of the proposed ESSA with the PSO and GA for
the benchmark functions.

Algorithms
PSO GA ESSA

Average Sd. Average Sd. Average Sd.

F1 5.07 × 100 1.72 × 100 1.63 × 10−2 9.80 × 10−3 6.20 × 10−68 3.19 × 10−77

F2 6.92 × 100 2.73 × 100 2.52 × 10−2 9.80 × 10−3 1.77 × 10−40 4.16 × 10−40

F3 1.43 × 102 6.54 × 102 2.65 × 102 2.40 × 102 3.31 × 10−65 1.31 × 10−64

F4 5.16 × 100 1.41 × 100 1.50 × 100 6.45 × 10−1 5.19 × 10−29 2.24 × 10−38

F5 1.27 × 101 9.09 × 100 1.94 × 10−2 8.23 × 10−3 7.24 × 10−4 6.41 × 10−4

F6 −3.21 × 103 4.49 × 102 −5.46 × 103 9.53 × 102 −1.11 × 104 7.13 × 102

F7 1.90 × 102 4.05 × 101 4.30 × 101 1.80 × 101 0.00 × 100 0.00 × 100

F8 3.04 × 100 3.85 × 10−1 2.56 × 10−2 9.39 × 10−3 8.88 × 10−16 0.00 × 10−0

F9 2.98 × 101 8.58 × 100 2.50 × 10−1 1.23 × 10−1 0.00 × 100 0.00 × 100

F10 3.57 × 100 2.22 × 100 5.60 × 100 4.13 × 100 1.16 × 100 5.27 × 10−1

F11 −3.27 × 100 5.92 × 10−2 −3.22 × 100 8.40 × 10−2 −3.30 × 100 4.12 × 10−2

F12 −8.55 × 100 3.38 × 100 −9.75 × 100 2.23 × 100 −1.02 × 101 1.29 × 10−5

Table 4. Obtained optimization results comparison of the proposed ESSA with the FA and SSA for
the benchmark functions.

Algorithms
FA SSA ESSA

Average Sd. Average Sd. Average Sd.

F1 3.07 × 100 1.72 × 100 3.76 × 10−24 2.06 × 10−23 6.40 × 10−78 3.19 × 10−77

F2 3.92 × 100 2.73 × 100 1.67 × 10−13 7.28 × 10−13 1.87 × 10−40 4.16 × 10−40

F3 1.33 × 101 6.54 × 101 6.53 × 10−14 3.31 × 10−13 3.21 × 10−65 1.31 × 10−64

F4 5.16 × 10−1 1.41 × 10−1 6.98 × 10−16 3.28 × 10−15 5.29 × 10−49 2.24 × 10−28

F5 1.27 × 101 9.09 × 100 4.25 × 10−3 4.38 × 10−3 7.24 × 10−4 6.41 × 10−4

F6 −3.21 × 103 4.49 × 102 −8.51 × 103 6.87 × 102 −1.114 × 101 7.13 × 101

F7 1.90 × 102 4.05 × 101 2.27 × 102 3.87 × 101 0.00 × 100 0.00 × 100

F8 3.04 × 100 3.85 × 10−1 1.48 × 10−15 1.89 × 10−15 9.88 × 10−16 0.00 × 100

F9 1.98 × 101 1.58 × 100 4.74 × 101 5.37 × 101 0.00 × 100 0.00 × 100

F10 2.57 × 100 3.22 × 100 5.55 × 100 5.22 × 100 1.16 × 100 5.27 × 10−1

F11 −2.27 × 100 5.92 × 10−2 −3.27 × 100 6.03 × 10−2 −3.30 × 100 4.12 × 10−2

F12 −7.55 × 100 3.38 × 100 −7.65 × 100 2.74 × 100 −1.02 × 101 1.29 × 10−5

222



Symmetry 2022, 14, 168

Table 5. Obtained optimization results comparison of the proposed ESSA with the BA and GWO for the
benchmark functions.

Algorithms
BA GWO ESSA

Average Sd. Average Sd. Average Sd.

F1 1.89 × 100 1.70 × 100 1.75 × 10−24 1.09 × 10−23 1.64 × 10−78 4.77 × 10−78

F2 6.26 × 10−1 2.26 × 100 1.45 × 10−13 1.02 × 10−12 6.02 × 10−41 3.20 × 10−41

F3 1.35 × 101 2.34 × 101 5.12 × 10−14 2.61 × 10−14 1.41 × 10−65 1.90 × 10−64

F4 2.77 × 10−1 1.23 × 10−1 5.31 × 10−16 2.51 × 10−16 7.11 × 10−39 1.97 × 10−39

F5 1.18 × 100 6.83 × 100 1.10 × 10−3 5.61 × 10−3 9.86 × 10−4 3.39 × 10−6

F6 −4.48 × 103 5.41 × 102 −7.18 × 103 4.45 × 102 −6.99 × 101 4.59 × 102

F7 5.99 × 101 1.12 × 101 2.06 × 102 1.67 × 101 1.37 × 10−1 2.28 × 10−3

F8 2.30 × 100 4.70 × 10−1 2.08 × 10−15 1.08 × 10−15 1.33 × 10−16 4.14 × 10−3

F9 2.60 × 101 2.19 × 100 3.65 × 100 2.00 × 101 0.01 × 100 6.96 × 10−3

F10 2.78 × 10−1 3.86 × 100 3.86 × 100 5.18 × 100 1.81 × 10−1 7.43 × 10−2

F11 −2.26 × 100 5.49 × 10−2 −3.71 × 100 8.19 × 10−2 −1.49 × 100 1.75 × 10−2

F12 −8.71 × 100 3.33 × 100 −7.50 × 100 8.58 × 10−1 −1.45 × 101 1.13 × 10−5

To reflect the dynamic convergence characteristics of ESSA, the convergence curves
of the algorithms for the selected benchmark functions are obtained. Figure 3 shows the
comparison of the proposed ESSA convergence curves with the other algorithms, e.g., SSA,
BA, GWO, FA, PSO, and GA, obtained on the selected benchmark functions. It can be seen
from the convergence curve that ESSA is significantly better than the other algorithms
in terms of the convergence speed and optimization precision. The compared results
indicate that ESSA could be a potential method with a searching ability while ensuring the
exploration ability without losing the diversity of the population and optimization stability.

Figure 3. Cont.
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Figure 3. Cont.
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Figure 3. Comparison of convergence curves of seven algorithms obtained on the selected benchmark
functions, e.g., F1–F4 and F11–F12.

4. Applied ESSA for Power Microgrid Operations Planning

The microgrid’s mathematical model of optimal operation is established based on
the total operation cost in a microgrid scheduling cycle [23,24]. The objective function by
the mathematical modeling of a power microgrid is implemented to find out the feasible
optimization area in the problem search space by applying the proposed ESSA. A flowchart
of the ESSA for planning microgrid operations is shown in Figure 4.
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Figure 4. Flowchart of the ESSA for planning microgrid operations.

4.1. The Objective Function

The objective function is modeled based on the lowest power generation cost (con-
sidering the sum-up of fuel cost, depreciation cost, maintenance cost, energy interaction
cost, and environmental cost) in the grid optimization cycle. The output of the micropower
supply is calculated according to the unit of the microgrid of the daily load curve and the
wind-scene output curve with the time interval with the period. The operation parameters
relate to each treatment cost and emission coefficient of various pollutants, and the time-of-
use price. The day of the time interval and year times is divided into 24 h periods (each
optimization period is an hour) and 12 months.

The data values or curves of the wind speed and light solar intensity are found from
the predicted weather forecast of a certain day and place. The active power’s electricity
price with the large power grid and the variable electricity price change synchronously
within each optimization period. The mathematical modeling of a power microgrid in
establishing microgrid optimization operation for the objective function can be expressed
as follows:

min F = ω × C1 + (1 − ω)× C2 (23)

where F is the objective function; C1 and C2 are the power generation and environment
deployed costs, respectively, in the optimization model; and ω is the weight variable (ω is
set to 0.5 in the experiment). The power generation cost of a microgrid is distributed loads
as follows:

C1 =
T

∑
t=1

[CFC(t) + CDP(t) + CME(t) + μ·CEX(t)] (24)

where μ = 1 for grid-connected operation; μ = 0 for off-grid operation; and CFC(t), CDP(t),
CME(t), CEX(t) are the fuel cost, investment depreciation cost, maintenance cost, and
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interaction power cost with the large power grid in the period of t, respectively. A microgrid
development environment’s conversion cost is calculated as follows:

C2 =
T

∑
t=1

K

∑
k=1

bk

(
N

∑
i=1

ai,k·Pi

)
(25)

where C2 is the cost of treating pollutants discharged from a microgrid; K is the serial num-
ber of pollutants discharged by each distributed power source; bk is the cost of treatment of
class K pollutants, $/kg; and ai,k is the coefficient of class K pollutants discharged by the
ith distributed power source, g/KWh.

4.2. Microgrid Operations Planning

Figure 4 shows the flowchart of the ESSA for planning microgrid operations. It means
that the proposed approach is applied to solve microgrid scheduling cycles with the power
source’s optimal output and total operation cost.

The main steps of the ESSA algorithm for planning microgrid operations are listed
as follows:

- Step 1. Input system model parameters of a microgrid operation, daily load and
microgrid output curves, unit generating set, time-of-use electricity price, and various
pollution cost treatment coefficients.

- Step 2. Initialize population sparrows randomly, and calculate the fitness value of each
sparrow by using the objective function. A new solution set is formed by selecting
sparrows with the best fitness value from the total set of forward and reverse solutions
and combining them into the solution set according to the elite strategy. Selected
sparrows with the worst fitness value in the solution set are removed to form a new
set of solutions.

- Step 3. Rank the fitness to find the current best fitness individual and the worst
fitness individual.

- Step 4. Update the positions of sparrows with higher fitness and sparrows with
lower fitness, and randomly update the positions of some sparrows to get the current
updated positions.

- Step 5. Check the better sparrow positions: if the new position is superior to the old
position, update the old position.

- Step 6. Calculate the fitness value of the sparrow positions and then generate a new
set of solutions by the reverse elite learning strategy and preserve the global and
historical optimal values.

- Step 7. Check the termination condition, e.g., if it reaches max-iteration, repeat steps 2
to 6; otherwise, output the best outcome value and best sparrow positions.

4.3. Analysis and Discussion Results

The setting parameters for the algorithms in the experiment with the same condition
and platform environment are set, e.g., population size N set to 30, maximum iteration
times is set to 1000, a number of runs are set to 25. Table 6 lists the operating parameters
of each unit of the microgrid system. The operational parameters are used as the inputs
with the boundary search space in the microgrid issue. Figure 5 displays a scenario of the
demand daily local load curves of the entire power system on the island.
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Table 6. Operating parameters of each unit of the microgrid system.

Micro Power Types
Power Capacity/kW Climb

Rate Constraint
Equipment

Maintenance Factor
Installation Costs (103 $/KW)

The Capacity
Factor/%Upper Lower

WT 40.4 0 0.001 0.0296 2.37 22.13

PV 30.5 0 0.001 0.0096 6.65 29.34

MT 60.1 15 10 0.088 1.306 55.94

FC 40.2 5 2 0.087 4.275 30.34

ES 50.3 −50 0.0001 0.004 0.087 32.67

MG 60.4 −60 0.001 0.001 0.0001 0.002

Figure 5. Daily demand local load curves of the power system in the island.

The other parameters, e.g., the treatment cost, emission coefficient of various pollu-
tants, and price of the microgrid, are shown in Tables 6 and 7, respectively.

Table 7. Pollutant treatment costs and emission coefficients.

Emissions CO2 SO2 NOx CO

Discharge coefficient/(g·kW−1)
MT 184 0.00093 0.619 0.17

FC 635 0 0.023 0.054

Processing cos ts/($/kg−1) 0.0041 0.875 1.25 0.145

The cost of purchasing electricity from the large grid in the grid-connected state is
lower than the cost of generating electricity from the microgrid in the trough, so electricity
is purchased from the large grid. The consumption power to the large grid during peak
load times and during peak load times to meet the load demand generates revenue for the
microgrid. Table 8 lists the microgrid TOU price meter.

Table 8. Microgrid TOU price meter.

Periods Period of Time Price/($/KW·h)

Normal period

07:00–10:00

0.4915:00–18:00

21:00–23:00

Peak period
10:00–15:00

0.83
18:00–21:00

Trough period 23:00–07:00 0.17

In the microgrid, the battery is charged at the trough to satisfy the peak load demand.
During peak loads, miniature gas turbines and fuel cells work at maximum power. The
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micro-grid is powered by battery discharge when it is off the grid. When the system
generates excess electric energy, the battery is charged to ensure the system’s continuous
power supply.

The operation scenarios include grid-connected and off-grid operations impacted by
year seasons, such as windy and solar light, rainy and dry seasons, or capacity facilities,
such as load shift on long-term capacity planning based on historical data and load demand
curves. Seasonal and daily complimentary features of energy resources express the power-
generating output as a per-unit value. The benchmark capacity, on the other hand, is
expressed in terms of the installed capacity. Wind and solar PV power create yearly and
seasonal outputs that are highly dependent on wind and solar resources. The outcomes of
the proposed scheme of the ESSA are compared with the other schemes in the literature,
e.g., the PSO [28], FA [29], and SSA algorithms.

Table 9 shows the comparison of the outcomes of the proposed scheme of the ESSA
with the other schemes in the literature, e.g., the PSO, FA, and SSA algorithms. It can be
seen that the grid connection and off-grid optimization results from the proposed scheme
products of the figure outperform the other schemes. Figures 6 and 7 show the typical daily
and monthly recourse load outputs of a microgrid system.

Table 9. Grid-connected and off-grid operation optimization results.

Operation Types A Grid-Connected Operation A Off-Grid Operation

Algorithms FA PSO SSA ESSA FA PSO SSA ESSA

Optimization results 810.25 820.15 788.46 718.93 842.19 852.19 969.88 792.51

Number of convergence 310 320 299 233 282 262 375 242

Figure 6. Typical daily recourse load outputs of a microgrid system.

Figure 7. Typical monthly recourse load outputs of a microgrid system.
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Figures 8 and 9 compare the optimization results obtained by the proposed ESSA with
the FA, PSO, and SSA schemes for planning schedule cycles for daily and monthly scales,
respectively. The curve of the obtained optimization results from the proposed ESSA has
a faster archived convergence speed than the other schemes, e.g., FA, PSO, and SSA, in the
scenario of the objective function in optimizing the grid operation planning.

Figure 8. Comparison of the optimization results obtained by the proposed ESSA with the FA, PSO,
and SSA schemes in daily schedule cycles.

Figure 9. Comparison of the optimization results obtained by the proposed ESSA with the FA, PSO,
and SSA schemes in monthly schedule cycles.

Figures 10 and 11 show the daily load and the microgrid component-distributed
power sources’ output curves of grid-connected and off-grid optimization.
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Figure 10. The daily load and the microgrid component-distributed power sources’ output curves of
grid-connected and off-grid optimizations.

Figure 11. The daily load and the microgrid component-distributed power sources’ output curves of
off-grid optimizations.

In general, the observed tables and figures of the compared results show that the
proposed plan reduces the net loss of the power system and the consumption of fuel gener-
ation sets. Conserved energy sources meet the power demand, safety system protection
constraints, and stable power microgrid system.

5. Conclusions

This paper proposed an enhanced sparrow search algorithm (ESSA) using elite reverse
learning and Firefly algorithm (FA) mutation strategies for optimal power microgrid opera-
tions planning. The operations planning in the microgrid of the power system is significant
not only in dispatch economic but also in balancing distribution symmetry power sources,
including wind turbines, photovoltaic, energy storage systems, microturbines, fuel cells,
and various parts of the load set. We verified the proposed ESSA performance of enhancing
search accuracy and convergence speed by testing the selected benchmark functions and
compared the testing results with the other methods in the literature. The mathematical
model of optimal operations planning of the microgrid schedule was established based on
the grid-connected and off-grid microgrids for a distributed power source’s optimal output
and total operation cost in a microgrid scheduling cycle. The mathematical operating
model considered as the objective function was calculated for the optimization by applying
the ESSA. The compared results show the suggested method is feasibile and effective
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with high precision and a fast convergence speed regarding its optimization ability and
outstanding application prospects.
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Abstract: This study aims to symmetrically improve the economy and environmental protection of
combined cooling, heating and power microgrid. Hence, the characteristics of configuration ways of
energy storage devices in traditional combined cooling, heating and power systems are analyzed,
and a scheme for the operator to establish an energy storage station is designed. An improved
aquila optimizer for the optimal configuration of the system is proposed to symmetrically enhance
the economic and environmental protection performance. The feasibility of the proposed scheme
is verified through experiments in three different places. The results show that the economic cost
and exhaust emission of the system with energy storage station are reduced to varying degrees
compared with the system with energy storage equipment alone and the system without energy
storage equipment based on symmetry concept. Especially in Place 1, the scheme with energy storage
station in the system can reduce the electric energy purchased from power grid by 43.29% and 61.09%,
respectively, compared with other schemes. This study is conducive to promoting the development
of clean energy, alleviating the energy crisis, reducing the power supply pressure of power grid,
and improving the profits of operators by symmetrically considering the economic and environmental
performance of the system.

Keywords: combined cooling; heating and power system; optimal configuration; energy storage
station; improved aquila optimizer; clean energy

1. Introduction

With the increasingly serious energy crisis and environmental problems, the traditional
distributed energy system is gradually being replaced by the integrated energy system,
which will become the first choice for the future energy system [1]. The combined cooling,
heating, and power (CCHP) system is a typical integrated energy system, and the use
of this operating structure can improve the energy utilization efficiency of the system to
more than 85% [2]. Heat storage devices can improve the utilization rate of waste heat [3].
Adding renewable energy generation methods, such as photovoltaic power generation and
wind power generation, to the traditional CCHP system can improve the environmental
protection of the CCHP system and reduce the dependence of the system on non-renewable
energy. Increasing the use of clean energy helps reduce carbon emissions [4]. Rising wind
power penetration can threaten the stability of the power system [5]. Compared to wind
power, photovoltaic power is highly predictable and stable [6,7]. The introduction of
photovoltaic/thermal systems can reduce pollutant gas emissions of the combined heat
and power system and improve economic efficiency [8]. However, due to the influence of
weather factors by temperature, solar irradiance, wind speed, etc., CCHP systems with
renewable energy generation methods have uncertainty in electricity production, which
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will increase the dependence on the grid [9]. The addition of energy storage batteries can
alleviate the pressure on the grid [10]. The way that the user installs energy storage batteries
in the CCHP system alone will increase the economic cost of the system, and it will also
have little effect on reducing the system’s dependence on the grid. Therefore, the research
on the construction method and capacity configuration of energy storage devices is of
great value [11]. There are many variables and constraints involved in the CCHP system,
and the uncertainty of the load will also affect the optimal configuration and operation of
the system. Consequently, it is relatively difficult to determine the optimal operation of
the CCHP system [12,13]. The reasonable construction method of energy storage devices
and the optimal configuration of the CCHP system can help the further promotion and
application of integrated energy systems.

The various devices in the CCHP system determine how the energy is converted.
Currently, CCHP systems are mainly divided into two categories: CCHP systems without
energy storage equipment and CCHP systems of self-built energy storage equipment by
users themselves [14,15]. Both types of CCHP systems can meet the needs of users, but they
also have their own problems. During the peak periods of electricity consumption, CCHP
systems without energy storage equipment can only be supplemented by the power grid,
which increases the power supply pressure of the power grid [16]. Although the CCHP
system of self-built energy storage equipment can reduce the dependence of the system on
the power grid, the economic cost of the system itself will increase, and the optimization
of the entire system will become more complex [17]. By combining the characteristics of
the two systems, this study proposes a multi-microgrid operation method based on energy
storage station (ESS) services. Operators establish ESS and take advantage of the scale
effects of ESS to serve CCHP systems with different load requirements. While reducing the
investment cost of the CCHP system, ESS can make profits by charging electricity service
fees, so as to achieve a win-win effect between ESS and CCHP systems. Dealing with the
coordinated operation between ESS and CCHP systems is a typical system optimization
configuration problem.

Methods for optimal system configuration typically include mathematical program-
ming and intelligent optimization algorithms [18]. Intelligent optimization algorithms can
solve objective functions quickly and accurately without changing the system model [19].
Intelligent optimization algorithms have greater advantages in dealing with multi-variable,
multi-constraint, and nonlinear problems such as system optimization configuration. In
previous studies, classical and emerging algorithms, such as particle swarm optimization
(PSO), genetic algorithm (GA), and salp swarm algorithm (SSA), have been applied to the
optimal configuration of CCHP systems and achieved considerable results [20–22]. The
aquila optimizer (AO) algorithm is a heuristic intelligent optimization algorithm proposed
in 2021. Its performance is superior to the traditional PSO algorithm, GA, and novel al-
gorithms such as SSA [23]. Similar to other intelligent optimization algorithms, the AO
algorithm also has the problem of slow convergence and tendency to fall into local extremes
when dealing with complex problems, so the AO algorithm needs to be improved [24].
The chaos strategy increases the randomness of individuals during the initialization stage,
the mutation strategy increases the diversity of the population during the iteration, and the
levy flight strategy can prevent individuals from falling into local extremes [25,26]. There-
fore, by introducing the above strategies, the improved aquila optimizer (IAO) algorithm is
proposed. In this study, the IAO algorithm is applied as the optimization algorithm, and
the comparison results are better than those of the compared algorithms.

In this study, we analyze the form of energy storage battery configuration of tradi-
tional CCHP system and innovatively propose a storage battery configuration scheme. By
introducing the improved strategies into the original AO algorithm, the IAO algorithm
is proposed and used for the optimal configuration of the CCHP microgrid model. The
addition of photovoltaic power generation equipment improves the sustainability and
environmental friendliness of the CCHP microgrid. The proposed method reduces the
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power supply pressure of the grid, improves the profits of operators, and is conducive to
promoting the development of clean energy, alleviating the energy crisis.

The research hypothesis of this study is to reduce the economic cost and exhaust
emissions of the CCHP system through optimizing the configuration of the CCHP multi-
microgrid system based on ESS service. Through the establishment of ESS by operators, the
dependence of the CCHP system on the grid decreases, and the operator makes a profit by
providing electrical energy services to the CCHP system. The main work and contributions
of this study can be summarized as follows: (1) establishing an optimal configuration
model symmetrically considering the economic and environmental benefits of ESS and the
CCHP system; (2) proposing the IAO algorithm for optimal system configuration based
on the AO algorithm; (3) the proposed algorithm has better optimization performance
compared to the original AO algorithm; (4) reducing the dependence of the CCHP system
on the grid by establishing ESS; (5) a new energy storage configuration scheme is proposed,
which is beneficial to the economic and environmental protection and stable operation of
the CCHP system.

The rest of this study is organized as follows: Section 2 briefly analyzes the literature
related to the design and optimal configuration of CCHP systems. Section 3 describes the
system model proposed in this study. Section 4 describes the original algorithm and the
improvement process. Section 5 conducts an actual case study. Section 6 discusses the
implications of this study. Finally, conclusions are provided.

2. Literature Review

Conventional power plants are used at about 30% efficiency for fuel energy, with most
of the remaining energy lost in the form of waste heat [27]. After more than a century of
development, the CCHP system has been proven to be an efficient and energy-efficient
device operation mode [28]. The advancement of technology has gradually changed the fuel
source and energy circulation mode of CCHP systems. Nami et al. [29] established a model
of the solar-assisted biomass energy CCHP system, and analyzed the key factors of system
performance optimization. The results show that the energy provided by the system can
meet the energy demand of household users. However, the system’s technological maturity
is low, and the complexity is too high. Moreover, the literature does not evaluate the
economics of the system. Wei et al. [30] proposed a CCHP system based on proton exchange
membrane fuel cells, optimized the system from the aspects of economy and environmental
protection by using the improved mayfly optimizer, and obtained the system configuration
that is more economical and environmentally friendly than the original algorithm. However,
the system lacks clean energy and the optimization process does not consider the problem
of environmental friendliness. Tonekaboni et al. [31] applied nanofluid and porous media to
a solar collector and used the collector in a CCHP system to improve the energy absorption
efficiency of the system. However, the literature lacks a discussion of the economics and
environmental protection of the system. Li et al. [32] used the heat pump as the heat
source of the CCHP system. Through the analysis of the primary energy saving rate,
the carbon dioxide emission reduction rate, and the annual cost saving rate, the system
was optimized and analyzed in practical application. However, this system lacks energy
storage equipment, which will cause waste of energy. Nazari et al. [33] investigated the
effect of electric boiler, hydro storage, and heat storage tank on the scheduling problem of
conventional trigeneration system. The results indicated that the use of the model could
improve the profits of the system. However, this system does not contain renewable energy,
and the environmental protection of the system needs to be improved. Additionally, this
system does not contain energy storage devices, and the lack of energy storage devices
can cause energy waste. Previous studies have optimized the design of traditional CCHP
systems from the perspective of system energy source, equipment material selection, and
energy circulation mode. However, due to the difficulty of promoting and applying new
materials, the high economic cost of installation, and the instability of new energy sources,
the above-mentioned CCHP systems are still in the theoretical research stage.
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The energy crisis and environmental issues have promoted the development of clean
and renewable energy, and CCHP systems with clean and renewable energy have become
a new trend in recent research [34]. Leonzio et al. [35] used software to design and simu-
late a trigeneration system powered by biogas. The results showed that the system has
significant improvements in power generation and carbon dioxide emissions relative to
conventional CCHP systems. However, the application scenarios of biogas power gener-
ation methods are limited to rural areas and other areas, and large-scale popularization
applications cannot be carried out. Dong et al. [36] designed a CCHP system including
wind power generation and photovoltaic power generation equipment as the coupling hub
of the electric-gas system. Although this system is more economical than separated systems,
the cost of wind turbines installation is still too high for the ordinary user, and the wind tur-
bines are often far away from the user side, which is contrary to the installation concept of
CCHP systems integrated on the user side. Zhang et al. [37] used a multi-objective particle
swarm algorithm to optimize the CCHP system containing photovoltaic power generation,
so that different buildings can achieve a balance between economy and environmental
protection. Compared with wind power plants, photovoltaic power generation units can be
better used in most scenarios, especially in areas where large equipment and power supply
from the grid cannot be installed due to geographical constraints [38]. As a relatively
mature clean power generation method, photovoltaic power generation is applied to the
CCHP system model built in this study. Photovoltaic power generation equipment often
needs to be used in conjunction with energy storage devices to alleviate the intermittent
characteristics of power generation [39]. However, in previous studies, energy storage
devices were generally configured by the user side of the CCHP system [40]. Considering
factors such as installation costs and supporting management, the capacity configuration
of the energy storage device is smaller, and it plays a less influential role in buffering and
relieving the pressure on the grid. This study proposes that using the ESS operating mode,
the operator can establish a large capacity of energy storage devices to serve the CCHP
system. The CCHP system needs to pay only the service fee in exchange for the power
usage and storage rights of the ESS.

The establishment of ESS increases the difficulty of optimizing the configuration of
the CCHP system. Mathematical programming and intelligent optimization algorithms are
two commonly used methods for optimizing the configuration. Compared to mathematical
programming methods, the use of intelligent optimization algorithms does not require
extensive mathematical proofs or changing nonlinear terms in the original model [41]. In
the previous studies, GA and PSO have often been used in the optimal configuration and
scheduling of the system [42,43]. However, the original algorithm has unstable performance
and is easy to fall into local extremums, which has spawned scholars to improve the algo-
rithm and produce new algorithms. Wang et al. [44] introduced the chaos and elite strategies
into the original PSO algorithm, which improved the search range and search ability of
the original algorithm. Cao et al. [2] replaced the random parameter β in the original owl
search algorithm with a circular mapping based on the chaotic mechanism to improve the
premature convergence problem of the original algorithm. Abualigah et al. [23] proposed
the AO algorithm by simulating the process of finding, tracking, and capturing prey by the
aquila. The AO algorithm has been applied to optimize scheduling, parameter tuning, and
feature extraction, and has shown superior performance to other algorithms [45,46]. How-
ever, when the AO algorithm deals with the multi-variable and multidimensional optimal
configuration model proposed in this study, there are still problems of slow convergence
speed and low convergence accuracy similar to other algorithms. Therefore, this study
proposes the IAO algorithm by improving the different stages of the original AO algorithm.

3. System Description

The structure of the CCHP multi-microgrid system combined with ESS is shown in
Figure 1. In this study, the number of the CCHP microgrid is three. Considering the
relevant policy restrictions and technical demands, the CCHP system is stipulated not
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to sell electricity to the grid. The system can be divided into power supply equipment,
heating equipment, and cooling equipment. Among them, the power supply equipment
includes photovoltaic generator unit (PV), micro turbine (MT), and energy storage station
(ESS). Heating equipment includes gas boiler (GB), heat recovery (HR), heat exchanger
(HE), and thermal storage tank (TST). Cooling equipment includes electric chiller (EC) and
absorption chiller (AC). The mathematical model of the main equipment of the system is
described below.

Figure 1. The structure of the CCHP multi-microgrid system combined with ESS.

3.1. Equipment Description
3.1.1. Power Supply Equipment

(1) Photovoltaic power generation model.
Photovoltaic power generation is introduced into the CCHP system as a clean power

generation method. It converts solar energy into electrical energy through the photovoltaic
effect. The PV output electrical energy is expressed as follows:

Ppv = Npv · ( Gpv

GSTC
) · [1 + k(Tpv − TSTC)] (1)

where, Ppv denotes the power output of PV, Npv denotes the installed capacity of PV, Gpv
and Tpv denote the solar irradiation intensity received by photovoltaic panels and the
surface temperature of photovoltaic panels, GSTC and TSTC denote the solar irradiation
intensity received by photovoltaic panels and the surface temperature of photovoltaic
panels under standard test conditions, taking values of 1000 W/m2 and 25 ◦C, and k
denotes the correlation coefficient.

(2) Micro turbine model.
MT is not only responsible for supplying electricity to the load, but the waste heat

generated will also be further utilized through HR. The expression of MT output electricity
is as follows:

Pmt = Fmt · α · ηmt (2)
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where Pmt denotes the electrical power output of MT, Fmt denotes the consumption volume
of natural gas, α is the calorific value of natural gas with a value of 9.7 kWh/m3, and ηmt
denotes the power generation efficiency of MT.

(3) Energy storage station model.
The energy storage station is one of the crucial devices in the system. The regulating

effect of ESS further improves the performance of the system. Meanwhile, ESS operators
can make a profit.

Pt
bat = Pt−1

bat · (1 − ηbat,loss) + (Pt
buy · ηbat,ch − Pt

sell
ηbat,disch

) (3)

where Pt
bat and Pt−1

bat denote the power of ESS at time t and t − 1, ηbat,loss denotes the
self-discharge rate of ESS, Pt

buy and Pt
sell denote the power purchased and sold by ESS from

the CCHP system at time t, and ηbat,ch and ηbat,disch denote the charging efficiency and
discharging efficiency of the energy storage battery.

3.1.2. Heating Equipment

(1) Gas boiler model.
GB plays a crucial role as the final guarantee of heating energy. GB will produce heat

when the rest of the equipment cannot meet the heat demand of the user. The expression
for its heat generation is as follows:

Hgb = Fgb·α·ηgb (4)

where Hgb denotes the heat generated by GB, Fgb denotes the consumption volume of
natural gas, and ηgb denotes the heat production efficiency of GB.

(2) Heat recovery model.
HR makes full use of the fuel consumption of MT. It recovers the waste heat generated

by MT in the process of producing electricity. The mathematical expression of HR is
as follows:

Hhr = Pmt·COPmt (5)

where Hhr denotes the heat recovered by HR from MT and COPmt denotes the correlation
coefficient of heat production by MT.

(3) Heat exchanger model.
HE connects the heat production of the system with the heat load. The mathematical

expression for HE is as follows:

Hhe =
Hload
ηhe

(6)

where Hhe denotes the heat required by HE, Hload denotes the heat load demand of the user,
and ηhe denotes the efficiency of HE.

(4) Thermal storage tank model.
TST is a buffering device for heat. TST is preferentially used to store and release excess

heat and lack of heat of the system. The state expression of TST is as follows:

Ht
tst = Ht−1

tst · (1 − ηtst,loss) + (Ht
tst,ch · ηtst,ch − Ht

tst,disch

ηtst,disch
) (7)

where Ht
tst and Ht−1

tst denote the heat of TST at time t and t − 1, ηtst,loss denotes the self-
release rate of TST, Ht

tst,ch and Ht
tst,disch denote the heat stored or released at time t, and

ηtst,ch and ηtst,disch denote the efficiency of TST in storing and releasing heat, respectively.
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3.1.3. Cooling Equipment

AC and EC produce cooling to meet the demand of the user. Their mathematical
expressions are shown as follows:

Cac = Hac · ηac (8)

Cec = Pec · COPec (9)

where Cac and Cec denote the cold generated by AC and EC, Hac denotes the heat consump-
tion of AC, ηac denotes the cooling efficiency of AC, Pec denotes the power consumption of
EC, and COPec denotes the cooling coefficient of EC.

3.2. Problem Description

This study aims to optimize the configuration of the CCHP multi-microgrid system
combined with ESS. In the solution process, both the economic and environmental protec-
tion of the CCHP system and the profitability of the ESS should be satisfied. The decision
variables, objective function, constraints, and operating scheme are described as follows.

3.2.1. Decision Variables

The decision variables are as follows:

X = [Npv, Nmt, Ngb, Ntst, Ngrid, Nbat, r] (10)

where Npv, Nmt, Ngb, and Ntst denote the installed capacity of PV, MT, GB, and TST, Ngrid
denotes the upper limit of power purchased from the grid, Nbat denotes the capacity of
storage batteries to be allocated, and r denotes the ratio of EC cooling production to the
cooling load.

3.2.2. Objective Function

The objective function considers the net investment cost of the CCHP system, the cost
of consumed natural gas, the ESS service charge, the cost of electricity purchased from the
grid, and the cost of waste gas treatment.

F = CI + CF + CS + CG + CE (11)

where F denotes the value of the objective function, CI denotes the daily investment cost of
the equipment, CF denotes the cost of consuming natural gas, CS denotes the service cost of
ESS, CG denotes the cost of purchasing electricity from the grid, and CE denotes the cost of
treating the waste gas. The specific cost expressions are as follows:

CI =

β · n
∑

i=1
Ni · Ci

365 · L
(12)

β =
a · (1 + a)

L

(1 + a)
L − 1

(13)

where β denotes the investment recovery coefficient, Ni denotes the installed capacity of
the i-th equipment, Ci denotes the unit investment cost, L denotes the life of the equipment,
and a denotes the discount rate, taking the value of 0.08.

CF = (Fmt + Fgb) · Cf (14)

CG =
24

∑
t=1

Pt
buy,grid · Ct

e (15)
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where Cf denotes the price of natural gas, Pt
buy,grid denotes the electricity purchases from

the grid at time t, and Ct
e is the price of electricity at time t.

CS =
24

∑
t=1

[(Pt
sell · Ct

sell − Pt
buy · Ct

buy) + (Pt
sell + Pt

buy) · Cserve] (16)

where Pt
sell and Pt

buy represent the electricity sold and bought by ESS to the CCHP system
at time t, Ct

sell and Ct
buy represent the prices of electricity sold and purchased by ESS at time

t, and Cserve represents the service charge of ESS taking the value of 0.0079 $/kWh.

CE = CGT +
24

∑
t=1

λ(Pt
waste + Ht

waste) (17)

CGT =
24

∑
t=1

3

∑
g=1

(Pt
mt · γmt

g + Ht
gb · γ

gb
g + Pt

buy,grid · γ
grid
g ) · βg (18)

where Pt
waste and Ht

waste are the electricity and heat waste at time t, λ is the penalty factor,
Pt

mt, Ht
gb, and Pt

buy,grid are the electricity generated by MT, the heat produced by GB, and

the electricity purchased from the grid at time t, γmt
g , γ

gb
g , and γ

grid
g are the emissions of the

g-th pollutant gas emitted by MT, GB, and the grid, and βg denotes the cost required to
treat the g-th pollutant gas.

3.2.3. Constraints

The constraints include the balance of electricity, heating and cooling, and the capacity
limits of the equipment.

(1) Equality constraints.
The electricity balance is as follows:

Pt
pv + Pt

mt + Pt
buy,grid + Pt

sell + Pt
vacancy = Pt

load + Pt
ec + Pt

buy + Pt
waste (19)

where Pt
load indicates the required electricity of the system at time t, and Pt

vacancy and Pt
waste

are the shortage and waste of electricity at time t.
The heating balance is as follows:

Ht
hr + Ht

tst,disch + Ht
gb + Ht

vacancy = Ht
load + Ht

tst,ch + Ht
waste (20)

where Ht
vacancy and Ht

waste represent the shortage and waste of heat at time t, respectively.
The cooling balance is as follows:

Ct
ac + Ct

ec = Ct
load (21)

where Ct
load denotes the cooling load required by the user at time t.

(2) Inequality constraints.
The inequality constraints are mainly the capacity limits of the equipment. The

inequality constraints involved in this study are listed in Table 1.
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Table 1. Inequality constraints of the system.

Equipment Value (kW)

PV capacity (0, 600]
MT capacity (0, 500)
GB capacity (0, 400)
TST capacity (0, 300]
GRID limit (0, 400]

Charge and discharge limit of battery [0, 0.5Nbat]
Charge and discharge limit of TST [0, 0.4Ntst]

3.3. Operation Schemes

The addition of storage batteries improves the utilization of electricity. However,
the configuration of storage batteries alone will increase the investment cost. Additionally,
the smaller configuration size has less effect on electricity regulation. Therefore, this study
proposes a CCHP system based on ESS service. The earnings of ESS come from two sources.
First, the electricity used and stored in ESS is calculated for each CCHP system: charging
in the form of electricity sales and purchases. Second, ESS charges a service fee for the
electricity used and stored by the CCHP system. In this study, two other operation schemes
are chosen for comparison. The three operation schemes are described as follows.

Scheme 1: ESS service model

Each CCHP system operates independently without configuring energy storage batter-
ies, and the ESS services the CCHP system. Excess power is sold to ESS when PV and MT
generation is sufficient. Conversely, electricity is first purchased from ESS when there is
insufficient electricity. If the ESS does not have enough electricity, the customer purchases
the shortage from the grid.

Scheme 2: Users configure energy storage equipment by themselves

Each CCHP system operates independently and is equipped with energy storage
batteries. The operation process is similar to scheme 1. However, under this scheme,
the cost of energy storage batteries needs to be included in the net investment cost.

Scheme 3: CCHP system is not equipped with energy storage equipment

Each CCHP system operates independently without the configuration of energy
storage batteries. When PV and MT generation is sufficient, surplus electricity is wasted.
Conversely, electricity is purchased from the grid if there is insufficient generation.

The heating and cooling load demands are met in the same way for the three operating
schemes. First, it is determined whether the waste heat recovered by HR meets the system
heat demand. If the waste heat is larger than the demand, the excess heat is saved in the
TST. If the waste heat is insufficient, TST is given priority for heat release. When TST still
cannot meet the demand, GB starts heat production.

4. Optimization Algorithm

This section gives a detailed description of the original AO algorithm and its improve-
ment process.

4.1. AO Algorithm

The aquila optimizer is a novel intelligent optimization algorithm based on the pre-
dation process of the aquila [17]. According to the different flight behaviors of the aquila,
the predation process includes two stages: searching for prey and catching prey. The exact
procedure of the original algorithm is as follows.

4.1.1. Search Stage

When the number of iterations is less than two-thirds of the maximum iterations, the
aquila individual updates the position by Equation (22) or Equation (24). The specific
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position update equation is determined by judging the size of the random number. The
search stage is as follows:

X1 (t + 1) = Xbest(t) × (1 − t
T

) + (XM(t) − Xbest(t) ∗ rand) (22)

XM(t) =
1
N

N

∑
i=1

Xi(t) (23)

where X1(t + 1) denotes the position of the individual after the update, t denotes the current
iteration number, Xbest(t) denotes the position of the best individual, XM(t) denotes the
average of all individual positions, T denotes the maximum iteration number, N is the
number of individuals, and rand is a random value between 0 and 1.

X2(t + 1) = Xbest(t)× Levy(D) + XR(t) + (y − x) ∗ rand (24)

where X2(t + 1) denotes the position of the individual after the update, XR(t) denotes the
position of a random individual in the current population, D denotes the dimension of the
search space, Levy denotes the levy flight function, and y and x are used to represent the
spiral process of the aquila. The corresponding mathematical expressions are as follows:

Levy(D) = 0.01 × u × δ

|v| 1
β

(25)

δ =

⎛⎝ Γ(1 + β)× sin(πβ
2 )

Γ( 1+β
2 )× β × 2(

β−1
2 )

⎞⎠ (26)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
x = r × sin(θ)
y = r × cos(θ)
r = r1 + U × D1

θ = −ω × D1 +
3π
2

(27)

where β takes the value of 1.5, u and v are two random numbers taking values between
0 and 1, r1 denotes the number of search periods and takes values between 1 and 20, U and
ω are fixed values of 0.0565 and 0.005, respectively, and D1 is an integer between 1 and D.

4.1.2. Catch Stage

When the number of iterations is greater than two-thirds of the maximum iterations,
the aquila individual updates the position by Equation (28) or Equation (29). Again, the
specific position update equation is determined by judging the size of the random number.
The catch stage is as follows:

X3(t + 1) = (Xbest(t)− XM(t)× α − rand + ((UB − LB)× rand + LB)× δ (28)

where X3(t + 1) denotes the position of the individual after the update, α and δ are adjust-
ment parameters taking fixed values of 0.1, and UB and LB denote the upper and lower
bounds of the search space.

X4(t + 1) = QF(t)× Xbest(t)− (G1 × X(t)× rand − G2 × Levy(D)) + rand × G1 (29)⎧⎪⎪⎨⎪⎪⎩
QF(t) = t

2×rand−1
(1−T)2

G1 = 2 × rand − 1
G2 = 2 × (1 − t

T )

(30)
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where X4(t + 1) denotes the position of the individual after the update, QF(t) denotes the
search function, G1 denotes the movement parameter, and G2 denotes the flight slope.

4.2. IAO Algorithm

The original performance of the AO algorithm is better than most intelligent algo-
rithms already. However, similar to other heuristic algorithms, the AO algorithm still has
the problem of slow convergence and the tendency to fall into local optimum. The AO
algorithm is improved to increase the convergence speed and convergence accuracy. First,
the logistic chaotic mapping is used for the initialization process of the population. Thus,
the initial distribution of individuals in the aquila population is improved. Second, muta-
tion, hybridization, and competition strategies from the differential evolution algorithm are
introduced into the population update to improve the diversity of the population. Finally,
the aquila in the optimal position will execute the levy flight strategy, thus preventing it
from falling into local extremes.

4.2.1. Logistic Chaos Mapping Strategy

The initialization quality of the population affects the entire population search process.
In the initial stage, a more random initial distribution enables individuals to perform
a better search for the global. Individuals have a greater probability of approaching the
optimal solution, thus increasing the accuracy and iteration speed of the algorithm. In this
study, the logistic chaotic mapping is selected for the initialization process of the population.
The specific expressions are as follows:

ri = μ × ri−1 × (1 − ri−1), i ∈ [2, 3, . . . , N] (31)

Xi = ri × (UB − LB) + LB (32)

where ri denotes the i-th random value generated by the chaotic mapping, Xi denotes the
initialized position of the individual after the chaotic mapping, and UB and LB are the
upper and lower bounds of the search space.

4.2.2. Mutation, Hybridization, and Competition Strategies

To improve the diversity of the aquila population during the predation, and thus,
to solve the problems caused by the lack of diversity during the search process, muta-
tion, hybridization, and competition strategies are introduced after each iteration of the
population. The execution process is as follows:

Ui(t) = Xq1(t) + F × [Xq2(t)− Xq3(t)] (33){
F = F0 × 2τ

τ = exp(1 − T
1+T−t )

(34)

where Xq1(t), Xq2(t) and Xq3(t) are three different individuals within the population after
the t-th iteration, Ui(t) is the new individual position generated by mutation, and F is the
dynamic mutation parameter. Then, the new population generated by mutation and the
original population are crossed to produce the hybrid population by hybridization. The
specific hybridization process is as follows:

Vi(t) =
{

Ui(t) rand ≤ CR
Xi(t) else

(35)

where Vi(t) denotes the position of the new individual produced by hybridization, and CR is
a random parameter taking values between 0.5 and 1. Finally, the new population produced
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after the mutation and hybridization process competes with the original population to keep
the superior individuals. The specific competition process is as follows:

Xnew_i(t) =
{

Vi(t) f [Vi(t)] ≤ f [Xi(t)]
Xi(t) else

(36)

where Xnew_i(t) denotes the location of the individual generated after the competition, and f
denotes the fitness function, which is the objective function in this study.

Compared with the original population, the positions of all individuals in the new
population undergo a larger perturbation. The search range is wider in the early iterative
stage, thus avoiding falling into the local optimum. The introduction of the competition
strategy retains the better individuals in the population and eliminates the worse ones,
which further improves the convergence accuracy of the algorithm.

4.2.3. Levy Flight Strategy

The levy flight strategy is already involved in the position update formulation of
the original algorithm, but it is necessary to execute the strategy again for the optimal
individual. After all individuals in the population have completed one complete iteration,
the current best individual is selected for levy flight. The fitness values of the individual
are compared before and after the execution of levy flight strategy to update the optimal
individual position. The process is shown as follows:

Xnew_best(t) =
{

Xlevy_best(t) f [Xlevy_best(t)] ≤ f [Xbest(t)]
Xbest(t) else

(37)

Xlevy_best(t) = Xbest(t) + 0.05 × Levy(D) (38)

where Xbest(t) denotes the optimal individual position in the population after the t-th
iteration, Xlevy_best(t) denotes the updated position of the optimal individual position after
the levy flight strategy, and Xnew_best(t) is the optimal individual position after the selection.

Figure 2 shows the flow chart of the optimal configuration of the CCHP system based
on the IAO algorithm. The specific steps are as follows:

Step 1 Input load and weather data, and parameters of equipment and the algorithm;
Step 2 Initializing the population with the logistic chaos mapping;
Step 3 Calculate the current position of the individual and the fitness value;
Step 4 The aquila individual enters the search and catch stage;
Step 5 The population obtained from Step 4 performs mutation, hybridization, and

competition strategies through Equations (33), (35), and (36) to obtain a new population,
thereby retaining the individuals with low fitness value;

Step 6 The optimal individual performs the Levy flight strategy according to
Equations (37) and (38);

Step 7 Judge whether the maximum number of iterations is reached, and if not, return
to Step 3, otherwise execute the next step;

Step 8 Save data and output the objective function value.
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Start

Input values

Initialize the population based 
on the Logistic chaos mapping

Calculate the current individual position and fitness value

Search and catch stage

Perform mutation, hybridization and 
competition strategies to renew the population

Perform Levy flight strategy for the optimal individual 
according to Equation (37) and Equation (38)

Maximum number of 
iterations ?

Save the data and output the final 
objective function value

End 

NO

YES

Figure 2. The flow chart of optimal configuration based on the IAO.

5. Case Study

To evaluate the effectiveness of the operation scheme and optimization algorithm
proposed in this study, the load data of a large hotel, a supermarket, and a primary school
in 16 typical buildings provided by the US Department of Energy Building Technologies
program are selected as cases for analysis [47,48]. Figure 3 shows the load curves of the
three buildings. Figure 4 shows the temperature and solar irradiance curves. Table 2 lists
the relevant parameters of the equipment in the system. Table 3 shows the installation cost
and life of the equipment. Table 4 shows the price of electricity and natural gas. Table 5
shows the pollutant gas emission factors and treatment costs.
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Figure 3. The load demand of the buildings.

Figure 4. Temperature and solar irradiance curves.

Table 2. The value of the equipment parameters.

Equipment Parameter Symbol Value

Micro turbine efficiency ηmt 0.2
ESS/Battery charge/discharge efficiency ηbat,ch, ηbat,disch 0.95

self-discharge rate ηbat,loss 0.02
Gas boiler efficiency ηgb 0.75

Heat recovery coefficient of performance COPmt 1.8
Heat exchanger efficiency ηhe 0.95

Thermal storage tank charge/discharge efficiency ηtst,ch, ηtst,disch 0.9
self-discharge rate ηtst,loss 0.05

Electric chiller coefficient of performance COPec 3.5
Absorption chiller efficiency ηac 0.85

Table 3. The investment cost and the life of the equipment.

Equipment PV MT GB HR EC AC HE BAT TST

Unit price ($/kW) 1996 1432 393 134 260 193 24 228 16
Life (year) 20 20 20 20 20 20 20 10 20

Table 4. The price of electricity and natural gas.

Time Ct
e ($/kWh) Pt

sell ($/kWh) Pt
buy ($/kWh) Cf ($/m3)

Peak 8:00–12:00, 17:00–21:00 0.2138 0.1808 0.1493
0.0366Balance 12:00–17:00, 21:00–24:00 0.1289 0.1179 0.0864

Valley 0:00–8:00 0.0582 0.0629 0.0314
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Table 5. Pollutant gas emission and treatment parameters.

Gas Type γmt
g (g/kWh) γ

gb
g (g/kWh) γ

grid
g (g/kWh) βg ($/kg)

CO2 724 254 922 0.033
NOx 0.2 0.54 2.295 9.898
SO2 0.0036 0.764 3.583 2.333

Note: The definitions of γmt
g , γ

gb
g , γ

grid
g , and βg are consistent with Equation (18).

In this study, the population size of the algorithm is 30, and the number of iterations
is 500. The experiments were performed on MATLAB R2016b software. The computer is
configured with Intel® CoreTM i5-6200U, 2.4 GHz, 12 GB RAM, and is made in China.

5.1. Optimization Results

This study aims to improve the economy and environmental protection of the system
by combining ESS. By arranging the energy flow of the CCHP system properly, it can reduce
the pressure on the grid and the pollutant gas emissions. Meanwhile, ESS makes a profit by
serving the CCHP system. The improvements to the original AO algorithm have improved
its performance. The gray wolf optimizer (GWO), the whale optimization algorithm
(WOA), and the original AO algorithm are selected as comparison algorithms to verify
the performance of the IAO algorithm. Based on the different schemes, four algorithms
are used to optimize the system, respectively. Section 3.3 provides a specific description
of the schemes. The results are the average values of 50 runs based on the program. The
convergence curves of the four algorithms are shown in Figures 5–7.
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Figure 5. The convergence curves of Place 1 under different schemes.

Figure 6. The convergence curves of Place 2 under different schemes.
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Figure 7. The convergence curves of Place 3 under different schemes.

The analysis of the convergence curves reveals the following conclusions.
(1) The convergence speed of the IAO algorithm is significantly improved compared

to the original AO algorithm. At the iteration number of 100, the IAO algorithm can already
converge to a smaller value. Moreover, the convergence speed of the IAO algorithm is
faster compared with GWO and WOA.

(2) The convergence accuracy of the IAO algorithm is higher. When reaching the
maximum number of iterations, the convergence value of the IAO algorithm is smaller
than the convergence values of the other three compared algorithms.

(3) For the same place and optimization algorithm, the convergence values of the
iterative curves based on different schemes have significant differences. Specifically, the
convergence value of the iteration curve is smaller when the system is operating with
scheme 1.

The above results show that the improvement to the AO algorithm is effective. The
convergence speed and convergence accuracy of the IAO algorithm are better than the
comparison algorithms. Meanwhile, the operation scheme proposed in this study has better
economy and environmental protection.

Table 6 shows the objective function values and pollutant gas emissions for different
operation schemes.

Table 6. Objective function values and pollutant gas emissions.

Scheme Algorithm
Large Hotel Supermarket Primary School

F/$ G/g F/$ G/g F/$ G/g

1

IAO 503.41 3.81 × 106 402.39 1.75 × 106 168.47 8.25 × 105

AO 522.61 3.85 × 106 413.06 1.80 × 106 180.94 8.37 × 105

GWO 534.14 3.86 × 106 413.38 1.76 × 106 175.06 8.32 × 105

WOA 641.90 3.96 × 106 422.74 1.78 × 106 187.91 8.38 × 105

2

IAO 635.55 4.58 × 106 490.45 2.45 × 106 226.01 1.23 × 106

AO 743.94 5.21 × 106 515.44 2.50 × 106 245.17 1.25 × 106

GWO 673.85 4.76 × 106 494.12 2.46 × 106 228.41 1.24 × 106

WOA 727.72 5.02 × 106 512.91 2.47 × 106 257.25 1.27 × 106

3

IAO 810.40 5.64 × 106 608.54 3.09 × 106 297.56 1.63 × 106

AO 844.37 5.68 × 106 614.71 3.11 × 106 311.26 1.67 × 106

GWO 850.13 5.80 × 106 613.61 3.11 × 106 302.55 1.66 × 106

WOA 913.95 5.89 × 106 622.52 3.13 × 106 353.59 1.76 × 106

Note: F indicates the objective function value and G indicates the pollutant gas emission.

The data in Table 6 more intuitively show the effectiveness of the optimal configuration
using the IAO algorithm. For different places and different schemes, the proposed algorithm
can obtain the minimum objective function value. Therefore, the IAO algorithm has better
search capability and stability than other algorithms. Meanwhile, the calculation shows
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that the daily economic cost obtained by the IAO algorithm is lower when the systems of
the three places are operating with scheme 1. Compared with the cost of scheme 2, the
values decreased by 20.54%, 17.95%, and 25.46%, respectively. Compared with the cost
when the systems of three places are operating with scheme 3, the values decreased by
37.88%, 33.88%, and 43.38%, respectively. The values for pollutant gas emissions decreased
by 16.8%, 28.57%, 32.93% and 32.45%, 43.37%, 49.39%, respectively. The results indicate
that the construction of ESS is beneficial to the operation of the CCHP system. Therefore,
scheme 1 achieves both economic and environmental improvements for the user side of the
CCHP system.

This study aims to take advantage of the scale of ESS to improve the performance of
the CCHP system. At the same time, the ESS operator can be profitable. Table 7 shows the
capacity configurations and daily investment costs of the energy storage batteries and the
revenue of the operator.

Table 7. Energy storage configuration results.

Scheme 1
Scheme 2

Place 1 Place 2 Place 3

Capacity/kWh 2804 431 303 202
Cost/$ 26.10 4.01 2.82 1.88

Revenue/$ 126.76 ——
Note: The cost is obtained by Equation (12) and the revenue is obtained by Equation (16).

From the data in Table 7, it can be found that compared to the CCHP system in
scheme 2, which is configured with energy storage equipment alone, in scheme 1, ESS
can be configured with larger capacity energy storage batteries. Compared with scheme 2,
although the form of building ESS will increase the investment cost in energy storage
equipment, the merchant still has room for profit. Therefore, the configuration of energy
storage equipment proposed in this study is feasible. We consider the profitability of
the merchant, and also take into account the economy and environmental protection of
the CCHP system. A win-win situation can be achieved by operating ESS with multiple
CCHP systems.

5.2. Scheduling Results

Taking Place 1 as an example, Figures 8–10 show the electricity balance and heating
balance of the CCHP system obtained by the IAO algorithm under different schemes.

Figure 8. The electricity balance and heating balance under scheme 1.
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Figure 9. The electricity balance and heating balance under scheme 2.

Figure 10. The electricity balance and heating balance under scheme 3.

The electricity balance shows that all three operating schemes can meet the electricity
demand of Place 1 during the day. For scheme 1, from 01:00 to 19:00, the ESS regulates
the electrical energy balance of the CCHP system by selling and purchasing electricity.
ESS and MT work together to meet the electricity demand of the system when weather
conditions do not allow for PV generation. When the PV can generate electricity, ESS, MT,
and PV together meet the electricity balance of the system. From 20:00 to 24:00, ESS, MT,
and the grid work together to meet the electricity demand of the system. For scheme 2, the
scale of self-configured energy storage equipment in CCHP systems is smaller. Therefore,
its adjustable range for electricity reduces accordingly. As a result, the electricity required
from the grid increases. For scheme 3, the lack of energy storage equipment prevents the
system from configuring large-capacity photovoltaic power generation equipment. The
system still requires a significant amount of electricity from the grid to meet demand.
In summary, ESS can guarantee the electricity balance of the CCHP system by taking
advantage of its scale. I In addition, it makes a profit by selling electricity and charging
service fees. Meanwhile, the CCHP system reduces economic costs by eliminating energy
storage equipment and selling surplus electricity.

The heating balance shows that all three operating schemes can meet the heating
demand of Place 1 during the day. The heat production from 1:00 to 11:00 and 15:00 to
24:00 is essentially the same for the different equipment under the three schemes. From
12:00 to 14:00, PV produces sufficient electricity. Due to the electricity regulation by
energy storage equipment, the system can be configured with higher capacity photovoltaic
generation equipment when operating through scheme 1 and scheme 2. As a result, the
percentage of the cooling load allocated to EC will increase. Consequently, less heat will
be required to meet the cooling load, indirectly reducing the heat production of GB, thus
reducing the emission of polluting gases. On the contrary, when the system is operating
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with scheme 3, the capacity of the configured photovoltaic power generation equipment is
less due to the lack of energy storage equipment. Hence, EC receives less electricity and
reduces its cooling production, and more heat is needed to meet the demand for AC. More
heat needs to be provided by GB, thus increasing the emission of polluting gases.

Table 8 shows the electricity generated by different equipment under the three operat-
ing schemes. With Scheme 1 operation, the PV and the grid provide 34.38% and 15.08%
of the total electricity. When run with scheme 2, the corresponding values are 29.19%
and 28.27%. When run with scheme 3, the corresponding values are 17.92% and 44.76%,
respectively. The percentage of electricity provided by energy storage equipment under the
three schemes is 17.95%, 8.04%, and 0%, respectively. Therefore, for the same load demand,
increasing the proportion of PV can reduce the pressure on the grid to supply electricity.
Compared with scheme 2 and scheme 3, the electricity provided by the grid is decreased
by 43.29% and 61.09% when operating with scheme 1. The intermittency of PV needs to be
balanced by energy storage equipment. ESS purchases excess electricity during the peak
generation period of PV, and sells electricity preferentially when the system lacks electricity.
The combined model of ESS and PV produces almost zero pollution in the production and
utilization of electricity. The scheme also makes more sense for environmental protection.

Table 8. The electricity production of the equipment.

Scheme MT/kWh PV/kWh ESS (Battery)/kWh Grid/kWh Total/kWh

1 2602 2745 1433 1204 7984
2 2590 2192 604 2123 7509
3 2580 1239 — 3094 6913

In summary, the CCHP system based on ESS service proposed in this study has
more competitive advantages. The system is more economical and emits fewer pollutant
gases. Moreover, ESS has room for profitability. The energy storage space provided by ESS
can better alleviate the intermittency of PV, regulate the electricity balance of the system,
and reduce the pressure on the grid.

6. Discussion

Compared with the original AO algorithm, the improved algorithm improves the
convergence speed and convergence accuracy and can obtain better objective function
values in fewer iterations. Based on the better objective function value, it can be concluded
that the economic cost of the system is reduced and the exhaust emissions are reduced.
This study contributes to the optimal configuration of the CCHP system. The optimal
configuration model based on the IAO algorithm has played an essential role in influencing
and promoting the related fields.

In terms of reducing economic costs, this study proposes a new energy storage equip-
ment configuration scheme. Through the coordination of energy storage equipment and
photovoltaic power generation equipment, the demand of the system for grid power supply
is reduced. Therefore, the exhaust gas emissions from grid power generation are reduced,
thus symmetrically reducing the economic investment required for exhaust gas treatment.
Meanwhile, the reduced power supply can reduce the pressure on the grid and improve
the flexibility of the CCHP system. The CCHP system can still maintain a relatively stable
operation when an accident occurs on the grid. In addition, through the construction of
ESS, the intermittency of photovoltaic power generation can be further alleviated, and the
ESS operator can still get the revenue to keep operating normally.

In terms of exhaust emissions, the system emits the least quantity of exhaust gases
when operating with the scheme proposed in this study. The quantity of the exhaust
emissions is linked to the cost required to treat the exhaust gas. In addition, the reduction of
exhaust emissions can also decrease the damage to the atmosphere. With lower emissions,
the cost of treating the exhaust gas is reduced, thus saving the economic investment of the
system. As an important part of the ecological environment, reducing exhaust gas pollution
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and maintaining a clean atmosphere can promote the green cycle of the entire ecosystem.
This study provides a sustainable and effective new idea for the green development of
the microgrid.

This study makes full use of clean energy to reduce the consumption of non-renewable
energy sources. Under the premise of meeting the load requirements from users, this
study is committed to finding an effective system configuration solution. In the context of
energy crisis and environmental problems, energy conservation and emission reduction are
important issues that both companies and individuals cannot ignore. The CCHP system
has raised the utilization rate of energy to a new level. The emergence of CCHP systems
provides an effective implementation way for energy cascade utilization. Based on the
traditional CCHP system, the introduction of photovoltaic power generation equipment can
improve the environmental protection benefits of the system and save fossil fuels. Consider-
ing the current rising prices of non-renewable energy, reducing the consumption of natural
gas raw materials and making full use of clean power generation methods can reduce
dependence on imported energy. This study provides an effective way to reduce energy
consumption and reduce carbon emissions, which can promote sustainable development.

7. Concluding Remarks

This study designed a CCHP system including photovoltaic power generation equip-
ment and energy storage equipment. According to the characteristics of the two typical
configuration schemes of energy storage equipment, the operation scheme based on ESS
service was proposed, and a mathematical model considering economy and environmental
protection was established. Additionally, the IAO algorithm was proposed by introducing
improved strategies. The optimal configurations of the system under different operat-
ing schemes were obtained by the IAO algorithm and other compared algorithms. The
conclusions are as follows.

(1) The IAO algorithm has better seeking ability than the original algorithm and other
compared algorithms. The IAO algorithm has a faster convergence speed and higher
convergence accuracy. When other conditions are consistent, using the IAO algorithm to
optimize the system can get better results.

(2) The operating scheme proposed in this study is more feasible. For the system in
the same place when operating with three different schemes, scheme 1 shows a greater
advantage in terms of economy and environmental protection. Compared with scheme
2 and scheme 3, the daily economic cost of the three places decreased by 20.54%, 17.95%,
25.46% and 37.88%, 33.88%, 43.38%, respectively, and the pollutant gas emissions decreased
by 16.8%, 28.57%, 32.93% and 32.45%, 43.37%, 49.39% respectively.

(3) Whether to configure energy storage equipment and how to configure energy
storage equipment directly affect the configured capacity of PV in CCHP microgrid, thus
affecting the pressure of power grid supporting system. Although the three operation
schemes can meet the load demand of the system, their economy is different. Scheme 1
can configure a larger scale of PV to reduce the power supply pressure of power grid by
matching the PV with the ESS. Taking Place 1 as an example, the electricity provided by
the grid is decreased by 43.29% and 61.09%, respectively, when operating with scheme 1
compared to scheme 2 and scheme 3, which improves the system’s economic performance.

We put forward a new scheme for the energy storage configuration of CCHP system,
and propose the IAO algorithm to optimize the system. The proposed method reduces the
power supply pressure of the grid, improves the profits of operators, and is conducive to
promoting the development of clean energy, alleviating the energy crisis. However, this
study has some limitations. There is only one renewable energy in the system, namely
photovoltaic energy, and more kinds of renewable energy can be taken into account in
future research.
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Nomenclature

AC absorption chiller
AO aquila optimizer
bat battery
CCHP combined cooling, heating and power
ch charge
COP coefficient of performance
disch discharge
EC electric chiller
ESS energy storage station
f fitness function
F objective function value
G pollutant gas emission
GA genetic algorithm
GB gas boiler
GWO gray wolf optimizer
H heat energy
HE heat exchanger
HR heat recovery
IAO improved aquila optimizer
MT micro turbine
P power
PSO particle swarm optimization
PV photovoltaic generator unit
SSA salp swarm algorithm
TST thermal storage tank
WOA whale optimization algorithm
η efficiency
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Abstract: In the last decade, the devices and appliances utilizing the Internet of Things (IoT) have
expanded tremendously, which has led to revolutionary developments in the network industry.
Smart homes and cities, wearable devices, traffic monitoring, health systems, and energy savings
are typical IoT applications. The diversity in IoT standards, protocols, and computational resources
makes them vulnerable to security attackers. Botnets are challenging security threats in IoT devices
that cause severe Distributed Denial of Service (DDoS) attacks. Intrusion detection systems (IDS) are
necessary for safeguarding Internet-connected frameworks and enhancing insufficient traditional
security countermeasures, including authentication and encryption techniques. This paper proposes
a wrapper feature selection model (SSA–ALO) by hybridizing the salp swarm algorithm (SSA) and
ant lion optimization (ALO). The new model can be integrated with IDS components to handle the
high-dimensional space problem and detect IoT attacks with superior efficiency. The experiments
were performed using the N-BaIoT benchmark dataset, which was downloaded from the UCI
repository. This dataset consists of nine datasets that represent real IoT traffic. The experimental
results reveal the outperformance of SSA–ALO compared to existing related approaches using the
following evaluation measures: TPR (true positive rate), FPR (false positive rate), G-mean, processing
time, and convergence curves. Therefore, the proposed SSA–ALO model can serve IoT applications
by detecting intrusions with high true positive rates that reach 99.9% and with a minimal delay even
in imbalanced intrusion families.

Keywords: Internet of Things; IoT; botnets; attack detection; feature selection; ant lion optimization;
security; DoS; malware; salp swarm optimization

1. Introduction

A set of connected devices that use a wireless connection to communicate, sense,
compute, process, share, and store information over the Internet defines the new technol-
ogy trend Internet of Things (IoT). IoT is a set of connected devices, including electronic,
physical objects, and embedded objects, that communicate through the Internet without
human intervention (machine-to-machine). Recently, there has been a massive prolif-
eration in the number of connected devices in IoT. The expected number of connected
objects in 2021 is 13.8 billion, and it is expected to jump to 30.9 billion by 2025 (https://
www.statista.com/statistics/1101442/iot-number-of-connected-devices-worldwide/ (ac-
cessed on 8 March 2021)). IoT applications are strongly connected to humans’ daily lives,
including the areas of health, agriculture, fleet management, hospitality, and many others.

IoT is characterized by low computational memory, battery, streaming bandwidth,
and processing unit. Due to these characteristics, IoT becomes more susceptible to security
breaches. The plug-and-play facility of IoT devices and the original passwords from their
manufacturers make them more attractive to brute-force and botnet attacks. Other issues
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that increase the vulnerability of IoT to software and hardware security threats are the
heterogeneity and scalability with other interconnected networks.

IoT devices attacked by malicious software are compromised by a botnet. This botnet
is created by brute-forcing techniques or weak credential exploitation to compromise
the victim device [1]. Once the device is compromised, the attacker gains control by
downloading malicious binaries to enrol into the IoT botnet [2,3].

In general, three main layers encompass IoT: perception, transportation, and the ap-
plication layers. Each layer applies different standards, making it easier to be attacked
by different security breaches. Specifically, the transportation layer includes several tech-
nologies for communication, so it can be attacked by denial-of-service (DoS) or distributed
denial-of-service (DDoS) attacks. Five years ago, a remarkable DDoS attack occurred
involving the Dyn (https://www.kaspersky.com/blog/attack-on-dyn-explained/13325/
(accessed on 26 October 2016)) domain name service provider. This attack launched the
Mirai botnet to flood the servers, disrupt many functionalities, and stop the services of
many websites, including Twitter, CNN, PayPal, and Netflix. Intrusions threaten mainly
the system’s confidentiality, integrity, availability, and authenticity. Traditional security
countermeasures, including authentication protocols and encryption techniques, might
not be sufficient to provide acceptable security levels for the highly scalable and intercon-
nected IoT. Many emergent protection technologies work against these intrusions, such as
blockchain, fog, and cloud computing technology. However, these technologies still have
shortcomings related to time latency and scalability issues [4]. Intrusion detection systems
(IDSs) are essential and crucial for IoT. In this solution, hardware and software are used to
monitor the network and discover malicious behaviors. Typically, there are different types
of IDSs, which could be based on statistics, machine learning, or others [5–11].

IDSs consist of three primary components: the sensing component to gather the
information from the environment and the analysis and reporting components. In the
analysis components, different intelligent data mining techniques help to process the
massive volume of monitored data and capture the abnormal and malicious patterns.
Therefore, the analysis component is the smart component in IDS that deploys smart and
lightweight security models to protect the network.

IoT involves many connected devices with a high amount of collected high-dimensional
data. Such colossal data need data mining techniques to process them, including feature
selection (FS) [12].

FS is a data mining technique used to distinguish irrelevant and symmetrical features
that may reduce the classifier’s performance. FS contributes to reducing the dimensionality,
enhancing the classification performance, and even reducing the training time. Using
traditional search techniques, such as exhaustive search, yields exponential running time.
Thus, if a dataset has N features, the size of the entire feature space is 2N . This is practically
impossible, especially with a medium and large number of features. Different search
methods have been investigated in recent years, but most of them have suffered from the
local minima. Recently, metaheuristic algorithms have been applied widely and efficiently
for the optimization of the FS problem and have achieved promising results [13].

This work proposes a hybrid model using a salp swarm algorithm (SSA) and ant
lion optimization (ALO). The new model is called SSA–ALO, which integrates the power
points of both algorithms into one method. The hybridization exploits the ability to search
globally (exploration) of the ALO and the ability to search locally by the SSA, consequently
achieving a balance between global search and local search of feature space and increasing
the opportunity to reach the optimal solution (best asymmetrical features subset) and
alleviate the local minima problem. The SSA algorithm has one parameter that adaptively
decreases across the iterations of the optimization process. Thus, the algorithm explores
several regions at the beginning of the optimization process and focuses on promising
regions later on. As a bonus, follower salps update their positions gradually according
to other salps in the swarm, which prevents the optimizer from falling into local minima.
The SSA maintains the best-found individual so that it is reserved even if agents become
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weakened. In the SSA, the leader salp moves based on the position of the food source only,
which is the best salp found so far, so the leader always is capable of searching globally
and locally around the food source in the search space.

ALO has two types of individuals: ants and ant lions. Ant lions are the best solutions
found so far. Their positions are replaced whenever a fitter ant is found. Ants are moving
around in the search space continuously. The positions of ants are changed based on
the positions of ant lions. The position update strategy of ants is based on selecting an
ant lion using a roulette wheel in combination with the best solution. Thus, a given ant
updates its position based on these two agents. The selection of an agent randomly using a
roulette wheel encourages diversification in the search space. Therefore, ants can move
randomly in the search space and explore more regions without stagnating in local minima.
The avoidance of local minima is a significant merit of ALO, which gives it superiority
against other methods such as PSO. Moreover, it has few parameters compared to PSO
and GA. In SSA, the swarm leader is chosen to be the agent with the highest fitness
value. Hence, the agents of low fitness values have no chance of leading the swarm.
This decreases the exploration capability of the algorithm and supports its exploitative
power. In contrast, ALO keeps track of all agents in the swarm and uses a roulette wheel
together with the current best agent to lead the swarm. This indicates that low-fitness
agents can participate in guiding other agents in the swarm besides the best-found agent.
This supports the exploratory behavior of the ALO. Integrating the principles of ALO and
SSA into one algorithm can support the exploration/exploitation trade-off. The proposed
hybrid algorithm keeps the ants and ant lion swarms in motion. However, it uses the ideas
of leadership assignments from both ALO and SSA to provide more trade-offs between
global search and local search. The proposed SSA–ALO algorithm takes the merits of ALO
by updating low-fitness agents (ants) using ALO principles. On the other hand, it uses
the merits of SSA by updating the high-fitness agents (ant lions) using SSA principles that
have to maintain faster convergence.

The remaining parts of the paper are as follows: Section 2 introduces a related studies re-
view. Sections 3 and 4 present details regarding the proposed techniques. Section 5 analyzes
the results. Finally, Section 7 provides a paper summary and suggests the future works.

2. Related Works

In the literature, researchers have been attracted by new technologies of data mining.
Therefore, they have utilized them for security breaches and botnet attacks in IoT in an
efficient way. In [14], neural network (NN) and the negative selection algorithm were used
to predict intrusions in IoT. However, in this study, the performance of the IDs was limited.
Mehmood [15], used a multi-agent system to detect DDoS attacks. Another study [16]
classified the machine learning methods used for security in IoT. In [17], the authors used
and compared a set of classifiers to determine their performance in detecting malicious
activities. The results showed that NB achieved the worst performance among RF and GB.
Principal component analysis (PCA) and fuzzy clustering were used to detect intrusions
in IoT. The yielded efficiency of the proposed IDS was promising. However, the system
suffered from the scalability problem, so it became inefficient when the amount of data
increased [18].

Rathore, in [19], proposed an extreme learning machine (ELM) for attack detection in
IoT. The new method outperformed other traditional machine learning methods in terms of
accuracy. Moustafa [20] proposed an ensemble learning method for IoT security detection.
The proposed method was used to detect mainly three kinds of attacks in IoT.

Several nature-inspired algorithms were used to deal with security issues by devel-
oping IDS for IoT. Hamamoto [21] proposed IDS based on a genetic algorithm. In [22], a
genetic algorithm was used to detect insider threats. The authors in [23] developed an
IDS using multilayer perception and an artificial bee colony algorithm to detect malicious
patterns. Ali in [24] proposed IDS based on particle swarm optimization (PSO) to detect
attacks. In [25], Bayesian networks and C4.5 were used with the firefly algorithm to per-
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form FS and classify the data in the network. PSO, GA, and ant colony algorithms were
proposed as a layered model in [26] along with five rule-based classifiers.

In all mentioned studies, the proposed IDSs were used to handle the data traffic in
the traditional networks or typical wireless sensor networks (WSNs). This means that
they were not specifically developed for IoT networks. Hence, they may be insufficient
for the evolved IoT networks [27]. In the literature, there are few studies on the use of
metaheuristic algorithms for detecting intrusions in IoT networks and using metaheuristic
FS to enhance the detection of attacks.

In [28], RF and the bat algorithm (BA) were integrated to perform FS for IoT security.
The achieved performance results were superior to those of other used methods such as
SVM, AdaBoost, and decision tree (DT). Xue [29] applied a differential evolution algorithm.
In [30], Popoola proposed a wrapper FS to detect intrusions in networks by using a differ-
ential evolution algorithm. Guendouzi developed an FS method to detect intrusions using
the biogeography-based optimization (BBO) algorithm [31]. In [32], the author proposed
a genetic IDS. There is no existing solution in the literature that uses the integration of
SSA and ALO for FS in IDSs, especially to detect botnets in IoT networks. In [8], the
authors proposed a deep multi-layer classification intrusion detection approach. They
used two stages for detecting an intrusion and the type of intrusion. They also applied
an oversampling technique to enhance the classification results. The experiments showed
that the best settings of the proposed approach included oversampling by the intrusion
type identification label (ITI), 150 neurons for the Single-Hidden Layer Feed-Forward
Neural Network (SLFN), and 2 layers and 150 neurons for LSTM. The results showed that
the proposed technique outperformed the other well-known techniques in terms of the
G-mean having a value of 78% compared to 75% for KNN and less than 50% for the other
techniques.

In [6], the authors proposed a new approach for intrusion detection. They integrated
the unsupervised (clustering), supervised (classification) and oversampling methods for
carrying the task. The used classifier in the proposed approach is the Single Hidden
Layer Feed-Forward Neural Network (SLFN). The oversampling method was applied to
generate balanced training data. The results showed that the SLFN with the Support Vector
Machine and Synthetic Minority Oversampling (SVM-SMOTE), with a ratio of 0.9 and a
k-means++ clustering with k value of 3 obtained better results than other values and other
classification methods.

3. Preliminaries

3.1. Salp Swarm Optimization

The salp swarm algorithm (SSA) is a swarm intelligence algorithm that was developed
in [33]. It inspiration is from animals called salps that live in the sea as a chain. The chain
starts with a leader salp that leads other salps. Other salps are followers of the leader salp.
Figure 1 shows the swarm of salps and the individual salp.

Figure 1. The chain of salps and the single salp.

The population X of n salps can be represented using a 2D matrix as shown in
Equation (1). F is the food source. The matrix represents the population of salps. Each
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line in this matrix represents a single salp (solution). This solution or salp consists of a
number of elements. The length of the salp represents the dimension of the problem (d).
Actually, this is the number of dimensions or features in a dataset. The number of salps
(n) represents the size of the population. Therefore, the first line in the matrix represents
the first salp in the swarm, which is the leader salp, and the last line in the matrix is the
follower salp number (n) in the swarm. Equation (2) explains the position relation of the
leader salp (which is the first solution in the swarm of salp) and the food source.

Xi =

⎡⎢⎢⎢⎣
x1

1 x1
2 · · · x1

d
x2

1 x2
2 · · · x2

d
...

...
...

...
xn

1 xn
2 · · · xn

d

⎤⎥⎥⎥⎦ (1)

The position of the leader salp is formulated as in Equation (2)

X1
j =

{
Fj + c1((ubj − lbj)c2 + lbj) , c3 � 0.5
Fj − c1((ubj − lbj)c2 + lbj) , c3 < 0.5

(2)

where x1
j and Fj are the positions of leaders and food source in the jth dimension, re-

spectively. c1 is a gradually decreasing parameter across iterations, and calculated as in
Equation (3), where l and L are the current iteration and the maximum iterations, respec-
tively. The other c2 and c3 parameters in Equation (2) are randomly selected from [0, 1].
The parameters c2 and c3 are very important to direct the next position in the jth dimension
towards +∞ or −∞ and determine the step size. The ubj and lbj are the bounds of the
jth dimension.

C1 = 2e−( 4l
L )2

(3)

Xi
j =

1
2
(xi

j + xi−1
j ) (4)

In Equation (4), i � 2 and xi
j represents the position of the ith follower at the jth

dimension. SSA is presented in Algorithm 1.

Algorithm 1 SSA algorithm pseudo-code.
Input: n is the # salps, d is the # dimensions)
Output:Near optimal solution (F)
Initialization step x_i (i = 1, 2, . . . , n) considering ub and lb

while (maximum iterations is not reached) do
Computer the fitness value of each individual
Define F as the best individual
Update c1 by Equation (3)
for (each individual xi) do
if l == 1 then

Change the position of the leader individual by Equation (2)
else

Change the position of the follower individual by Equation (4)
end if
Change the positions of the individuals based on the bounds of variables

end while
return F

3.2. Ant Lion Optimization

Ant lion optimization (ALO) was developed in 2015 [34]. ALO mimics the ant lions’
strategy for hunting in nature. Ant lions begin to hunt when they are larvae, while they
reproduce when they become adults. Ant lion larvae build a hole in the land. This hole
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is the trap for insects such as ants. Ant lion larvae hide in the hole and wait for the ants.
When the ant lion recognizes ant, it throws the sand out of the hole, in an attempt to catch it.
Thus, the ant is captured and is unable to get out from the hole. After the ant lion consumes
the prey, it tries to fix the trap for the next prey.

In the ALO algorithm, the ants move within the search space in a random way. Ants
are affected by the traps that are built by ant lions. The trap size depends on the fitness
value of the ant lion so that a large hole indicates the high fitness of the ant lion. Hence, the
ant lion with a higher fitness value has a greater chance of catching prey. In each iteration,
prey can be hunted by an ant lion. In ALO, the random walks of ants decrease in adaptive
way across iterations to reflect the situation of sliding ants in the direction of the ant lion. If
the ant is hunted by the ant lion and pulled towards the bottom of the trap, this is described
in terms of the ant having higher fitness than the ant lion. The ant lion updates its position
to the last hunted prey and builds another hole in preparation for the next hunt. Figure 2
shows the ants and the ant lion in nature. ALO is formulated in Algorithm 2.

Figure 2. The ants and the ant lion.

Algorithm 2 ALO algorithm pseudo-code.
Input: Search space, fitness function, # ants and ant lions, # iterations (MaxIter), ai,bi.
Output: The best ant lion and its fitness.
1. Initialize a random n ant positions and n ant lion positions.
2. Compute the fitness of all ants and ant lions.
3. Find the best ant lion
4.

while t ≤ MaxIter do
for all anti do

(i) Use a roulette wheel to select an ant lion (building trap); as in Equations (9)
and (10).
(ii) Slide ants towards the ant lion; as in Equations (11) and (12).
(iii) Create a random walk for anti and normalize it; as in Equation (14).

end for
- Compute the fitness of all ants.
- Replace an ant lion with a fitter ant.
- Update elite if an ant lion becomes fitter than the elite.

end while
5. Select the optimal ant lion position.

• t: the current iteration
• T: the maximum iterations
• Antliont

j : the position of ant lion j at iteration t
• Antt

i : the position ant i at iteration t
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• ct: is the minimum of all variables at tth iteration.
• dt: indicates the vector including the maximum of all variables at tth iteration.
• w: a constant defined based on the current iteration (w = 2 when t > 0.1T, w = 3

when t > 0.5T, w = 4 when t > 0.75T, w = 5 when t > 0.9T, and w = 6 when
t > 0.95T). The constant w can adjust the accuracy level of exploitation.

• I: I is a ratio defined based on w using the equation

I = 10w × t
T

(5)

• ai: minimum random walk of ithvariable.
• bi: maximum random walk of ithvariable.

Random walks of ants are all based on Equation (6):

X(t) = [0, cumsum(2r(t1)− 1); cumsum(2r(t2)− 1);
. . . ; cumsum(2r(tT)− 1)],

(6)

where cumsum is the cumulative sum, T is the maximum # iterations, t shows the step of
random walk, and r(t) is a function in Equation (7)

r(t) =

{
1, if rand > 0.5
0, if rand ≤ 0.5

(7)

with rand being a random number in [0; 1].
To keep the random walks inside the search space, the minmax normalization is

applied:

Xt+1
i =

(Xt
i − ai)× (di − ct

i)

(bt
i − ai)

+ ci (8)

Trapping of ants in the ant lion’s hole is expressed in Equations (9) and (10)

ct
i = ct + Antliont

j (9)

dt
i = dt + Antliont

j (10)

Ant lions release sand outside the hole as soon as an ant is in the trap. This behavior
is mathematically modeled in Equations (11) and (12)

ct =
ct

I
(11)

dt =
dt

I
(12)

The last step is to catch the prey and rebuild the hole. It is assumed that the hunting
of ants occurs when ants have higher fitness values than their corresponding ant lions. An
ant lion is then expected to update its position regarding the latest position of the hunted
ant to improve its chance of catching new prey, modeled by Equation (13)

Antliont
j = Antt

i I f f (Antt
i) is better than f (antliont

j) (13)

Elitism is used to reserve the best solution(s) across iterations. The random walk of an
ant is led by the selected ant lion and the elite ant lion and, therefore, the new position of
an ant is formulated as in Equation (14)

Antt
i =

Rt
R + Rt

E
2

(14)
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where Rt
A is the random walk around the ant lion selected by the roulette wheel, and Rt

E is
the random walk around the elite ant lion.

4. The SSA–ALO Hybrid Model for Feature Selection

The SSA algorithm has many promising features that make it favorable for global
optimization, particularly for FS problems. In general, SSA has a simple structure, is
efficient, and has an implementable methodology. Furthermore, SSA has one parameter for
balancing the global search and local search. It adaptively decreases across the iterations of
the optimization process. Thus, the algorithm explores several regions at the beginning of
the optimization process and focuses on promising regions later on. As a bonus, follower
salps update their positions gradually according to other salps in the swarm, which
prevents the optimizer from falling into local minima. The SSA maintains the best-found
individual so that it is reserved even if agents become weakened. In the SSA, the leader salp
moves according to the food source position. This is the best salp found so far. Therefore,
the leader always is able to search globally and locally around the food source in the
search space.

ALO has two types of individuals: ants and ant lions. Ant lions are the best solutions
found so far. Their positions are replaced whenever a fitter ant is found. Ants are moving
around in the search space continuously. The positions of ants are changed based on the
positions of ant lions. The position update strategy of ants is based on selecting an ant lion
using a roulette wheel in combination with the best solution. Thus, a given ant updates its
position based on these two agents. The selection of an agent randomly using a roulette
wheel encourages diversification in the search space. Therefore, ants can move randomly
in the search space and explore more regions without stagnating in local minima. The
avoidance of local minima is a significant merit of ALO, which gives it superiority against
other methods such as PSO. Moreover, it has few parameters compared to PSO and GA.

The exploration/exploitation capability of a particular algorithm depends directly on
how the swarm leader is announced. In SSA, the swarm leader is chosen to be the agent
with the highest fitness value. Hence, the agents of low fitness values have no chance of
leading the swarm. This decreases the exploration capability of the algorithm and supports
its exploitative power. In contrast, ALO keeps track of all agents in the swarm and uses
a roulette wheel together with the current best agent to lead the swarm. This indicates
that low-fitness agents can participate in guiding other agents in the swarm besides the
best-found agent. This supports the exploratory behavior of the ALO. Integrating the
principles of ALO and SSA into one algorithm can support the exploration/exploitation
trade-off. The proposed hybrid algorithm keeps the ants’ and ant lions’ swarms in motion.
However, it uses the ideas of leadership assignments from both ALO and SSA to provide
more trade-offs between global search and local search. The proposed SSA–ALO algorithm
takes the merits of ALO by updating low-fitness agents (ants) using ALO principles. On
the other hand, it uses the merits of SSA by updating the high-fitness agents (ant lions)
using SSA principles that have to maintain faster convergence. The SSA–ALO is formally
given in Algorithm 3. The overall botnet detection system is represented by the flowchart
in Figure 3.

The proposed SSA–ALO algorithm has sufficient exploration capabilities because:

• It applies a roulette wheel as a selection mechanism of individuals. This affects the
swarm of ants.

• It changes the size of the random walk adaptively as in SSA. This affects the ant
lions swarm.

• The size of the random walks is adaptive as in ALO. This affects the population of ants.
• All members of the population are repositioned, rather than only the ant population,

as in ALO.
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Algorithm 3 The proposed hybrid SSA–ALO algorithm.
Input: Search space, fitness function, # ants and ant lions, # iterations (MaxIter).
Output: The optimal ant lion and its fitness.
1. Initialize the random n ant positions and n ant lion positions.
2. Compute the fitness of all ants and ant lions.
3. Find the fittest ant lion (the elite)
4.

while t ≤ MaxIter do
for all anti do

(i) choose an ant lion using roulette wheel (building trap).
(ii) Slide ants towards the ant lion.
(iii) build a random walk for ant_i and normalize it.

end for
- Compute the fitness of all ants.
- Change the position of an ant lion with a fitter ant (catching a prey).
- Select the leading salp from the ant lion population based on its fitness.
- Update the exploration rate parameter c1
- Update ant lion positions
- Update elite if an ant lion becomes fitter than the elite.

end while
5. Select the optimal ant lion position.

Furthermore, the SSA–ALO has exploitation power:

• It is arget-driven, which is realized from SSA, where the best solution is the leader
and remaining solutions are the followers. This helps to improve the ant lions walk.

• The random steps of both SSA and ALO are reduced over time.
• The fitter ants are replaced with an ant lion as in ALO concepts.

The proposed SSA–ALO algorithm represents a wrapper-based FS framework. The
main issue related to implementing the wrapper approach is using a learning (classifica-
tion) algorithm. In the proposed algorithm, we have used the K-nearest neighbor (KNN)
technique to determine the feature subsets’ goodness. The fitness function in the wrapper
approach can be formulated as in Equation (15) and will be used to assess the quality of
individual i at iteration t (It

i ). The main objective is to minimize FPR and 1 − TPR.

Fitnesst
i = FPRt

i × (1 − TPRt
i) (15)

In the wrapper framework, evaluating a single solution is costly because it requires a
training–testing process using the classification algorithm. For this reason, the choice of an
efficient search algorithm is necessary. In this paper, the integration of ALO and SSA is
applied to perform an adaptive search in the feature search space. The main target is to
increase the classification performance to the maximum and reduce the number of features
to the minimum simultaneously. Iteratively, the ALO selects an ant lion randomly using a
roulette wheel mechanism. Furthermore, the ants implement a random walk around the
best ant lion (elite). Based on the latest two random walks, the ants adjust their positions.
If the ant has higher fitness than the ant lion, the ant lion eats it and adjusts its position
to the ant’s position. Ant lions adjust their positions based on SSA principles, where the
leader salp is selected among ant lions. This algorithm is applied iteratively and depends
on the exploration rate, which decreases throughout the optimization process.

As mentioned previously, the solution is limited by two values, 0/1. Therefore, a
continuous solution with real values needs to be mapped into a binary solution using
Equation (16)

yij =

{
0, if(xij < 0.5)
1, otherwise

(16)
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where xij is the continuous value of solution i in dimension j, and yij is the binary represen-
tation of solution vector x.

Figure 3. The proposed methodology diagram.
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5. Experiments, Results, and Discussion

N-BaIoT dataset [35] is a benchmark dataset that was downloaded from the machine
learning repository [36] at UCI (the University of California Irvine). This dataset represents
IoT traffic generated after implementing two common botnet families called BASHLITE
and Mirai, in addition to the implementation of the network’s normal behavior.

A test bed was built to run BASHLITE and Mirai botnets consisting of nine devices
connected wirelessly via Wi-Fi. Their access point was connected wired-based with the
attacker side (mainly C&C server). The types of devices included were two doorbells, a
thermostat, a baby monitor, four security cameras, and a webcam.

The main attack executed by these botnets was the DoS attack. DoS attacks or dis-
tributed DoS attacks target mainly the availability security requirement of the IoT applica-
tions. DoS takes advantage of the resource constraint of the IoT devices, including energy,
memory, processing capabilities, and bandwidth, to initiate or inject attacks that drain the
devices and network resources and make their services unavailable to the concerned users.
Table 1 shows the types of attacks that both botnet families carry out. Both BASHLITE and
Mirai botnets execute an auto-scanning phase to scan the IoT and discover the vulnerable
devices to inject them with malicious code (malware). The attacker’s C&C (command and
control) servers can control this malware remotely. The main purpose of this phase is to
propagate the malware and enlarge the botnet.

Table 1. N-BaIoT dataset main attack categories and record distribution.

BASHLITE Mirai

Scanning Spamming Flooding Scanning Flooding

Auto Scan Junk COMBO TCP UDP Auto Scan TCP UDP
255,111 261,789 515,156 859,850 946,366 537,979 1,377,120 1,753,303

255,111 776,945 1,806,216 537,979 3,130,423

Moreover, both the TCP and UDP transport layers’ protocols were utilized to flood the
IoT by sending too many fake packets too fast in order to deplete the device and network
resources. Since TCP is a connection-oriented protocol, specific TCP packets were created
and transmitted, including synchronization (SYN) and acknowledgement (ACK) packets.

Additionally, the BASHLITE botnet implemented spamming attacks, whether through
sending spam data (junk) or opening fake connections with specific ports and IP addresses
(COMBO) to book them just for DoS purposes. The total records per attack category are
shown in Table 1.

Table 2 presents the 23 recorded features. Table 3 presents the number of normal and
abnormal packets for each IoT device in the N-BaIoT Dataset. Table 4 presents a new N-
BaIoT dataset that resulted from combining the data based on object type and the numbers
of packets that were utilized in different stages. The new version of the N-BaIoT dataset is
called the NN-BaIoT dataset. This is the one used for evaluating the proposed method.

Table 2. The N-BaIoT dataset features.

Value Measure Aggregated by # Features

The size of outbound packets Mean Variance Source IP, Source MAC-IP, Channel, Socket 8

Packet count Number Source IP, Source MAC-IP, Channel, Socket 4

Packet jitter Mean, Variance, Number Channel 3

Packet size Magnitude, Radius, Covariance,
Correlation Coefficient Channel Socket 8
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Table 4. The division of NN-BaIoT dataset into training, optimization, and testing stages.

Device Type

Training Optimization Testing

No. of
Benign Instances

No. of
Benign Instances

No. of
Malicious Instances

No. of
Benign Instances

No. of
Malicious Instances

Baby monitor 53,379 53,379 307,812 53,379 615,625
Doorbell 25,029 25,029 428,383 25,029 856,767

Security camera 69,148 69,148 1,050,750 69,148 2,101,502
Thermostat 4371 4370 274,254 4370 548,509

Webcam 15,607 15,605 107,690 15,605 215,382

All optimization algorithms were implemented using the EvoloPy-FS framework [13].
This is a publicly available FS swarm intelligence framework coded in Python. EvoloPy-FS
consists of several metaheuristic algorithms, which can be downloaded from (www.evo-
ml.com) (accessed on 28 March 2021). All results were recorded based on population size
and maximum number of iterations equal to 10 and 100, respectively.

The proposed SSA–ALO algorithm was assessed using three evaluation measures that
are widely used for testing the capability of attack detection; in the following equations,
TP indicates true positives, FN indicates false negatives, FP indicates false negatives, TN
indicates true negatives, TPR indicates the true positive rate as in Equation (17), FPR
indicates the false positive rate as in Equation (18), and G-mean indicates the square root
of of TPR multiplied by 1 − FPR as in Equation (19).

TPR =
TP

TP + FN
(17)

FPR =
FP

FP + TN
(18)

G − mean =
√

TPR × (1 − FPR) (19)

These evaluation measures were applied to the testing part of the dataset. The best
anomaly detection was achieved when larger values of G − mean and TPR were obtained.
Moreover, lower values of FPR were required to increase the robustness of the anomaly
detection approach. Consequently, the perfect anomaly detection occurred when both
G − mean and TPR equaled one and FPR equaled zero. Table 5 shows the TPR and
FPR values for the SSA, ALO, and the proposed SSA–ALO algorithms. In addition, we
compared the results with other anomaly detection algorithms from the literature. These
are IF, LOF, OCSVM, and GWO-OCSVM. All the algorithms were applied over the NN-
BaIoT dataset at the testing stage. TPR for anomaly detection means predicting the attack
whenever it occurs. FPR means predicting benign data as malicious. Therefore, higher
values of TPR and lower values of FPR are preferable.

Table 5. TPR and FPR results.

Device Type
SSA–ALO SSA ALO IF [37] LOF [37] OCSVM [12] GWO-OCSVM [12]

TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

Thermostat 0.995 0.002 0.993 0.003 0.991 0.002 0.992 0.101 0.001 0.001 0.498 0.139 0.960 0.009
Webcam 0.999 0.022 0.999 0.145 0.999 0.169 0.999 0.692 0.001 0.001 0.999 0.186 0.999 0.037

Baby monitor 0.989 0.002 0.948 0.049 0.977 0.061 0.618 0.003 0.004 0.004 0.234 0.001 0.991 0.016
Doorbell 0.998 0.068 0.972 0.120 0.982 0.097 0.826 0.010 0.001 0.001 0.923 0.003 0.995 0.083

Security camera 0.974 0.051 0.831 0.039 0.836 0.027 0.999 0.419 0.001 0.001 0.813 0.039 0.982 0.098
Average 0.991 0.029 0.949 0.071 0.957 0.071 0.887 0.245 0.002 0.002 0.693 0.074 0.985 0.489

In addition, and as seen in Table 6, SSA–ALO achieved the best G-mean values across
all types of IoT devices. In this context, it is worth mentioning that the TPR and FPR could
not clearly indicate the performance because the dataset was imbalanced. Therefore, we
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used the G − mean measurement, which is commonly used to measure the performance
of imbalanced datasets. The average G-mean value of the proposed SSA–ALO was 0.984,
which is better than SSA, ALO, GWO-OCSVM, OCSVM, and IF. In addition, it is much
higher than LOF. This means that SSA–ALO has a better ability to balance TPR and FPR.

Table 6. G-mean results.

Device Type
G-Mean

SSA–ALO SSA ALO IF [37] LOF [37] OCSVM [12] GWO-OCSVM [12]

Thermostat 0.996 0.995 0.994 0.944 0.032 0.655 0.975
Webcam 0.988 0.924 0.911 0.555 0.032 0.902 0.981

Baby monitor 0.993 0.949 0.958 0.785 0.063 0.479 0.987
Doorbell 0.964 0.925 0.942 0.904 0.032 0.959 0.956

Security camera 0.961 0.894 0.901 0.762 0.032 0.884 0.941
Average 0.984 0.952 0.931 0.789 0.099 0.776 0.968

To visually describe the comparisons between these algorithms, Figure 4 shows
boxplots of the information in Tables 5 and 6. As shown in Figure 4, LOF has deficient
performance since the TPR and FPR values are the same. This is close to the random
classifier, where the TPR and FPR are equal. On the other hand, the proposed SSA–ALO
shows different behavior, with a significant difference between the TPR and FPR values.
This can be explained by the fact that the hybridization between SSA and ALO can optimize
the FS problem better than other algorithms. Moreover, the feature subset found by the
SSA–ALO is the best, so it results in the best classification results.

(a) (b)

(c)

Figure 4. Boxplots to represent clearly the results in Tables 5 and 6. (a) TPR, (b) FPR, (c) G-mean.

The algorithms were also compared in terms of the running time of the algorithm
(detection time) as seen in Table 7. It is clearly shown that the detection time of the SSA–
ALO is the lowest among all the algorithms. On average, the SSA–ALO algorithm needs 5 s
to detect an attack. This implies that if the IoT devices are attacked, then their functionality
will be restored within 5 s. Thus, the time duration of the attack is reduced.
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Table 7. Average time for detecting attack on NN-BaIoT dataset.

Device Type
Average Detection Time (s)

SSA–ALO SSA ALO IF [37] LOF [37] OCSVM [12] GWO-OCSVM [12]

Thermostat 0.035 0.390 0.420 3.325 1.107 0.087 0.047
Webcam 0.091 0.821 0.199 11.589 2.875 0.406 0.156

Baby monitor 0.433 0.749 0.552 49.698 33.317 1.889 0.622
Doorbell 1.447 1.963 2.331 18.208 7.753 1.570 1.099

Security camera 22.659 29.856 31.588 42.398 29.579 36.549 27.837

On the other hand, Figure 5 shows that the SSA–ALO algorithm obtains the best
convergence behavior. Figures 6–9 present the radar charts, which demonstrate the overall
performance results in terms of evaluation measures across the various IoT devices. It can
be seen that the best feature subset that is found by the SSA–ALO algorithm enhances the
results in terms of all the used evaluation measures. In summary, the proposed SSA–ALO
demonstrated superior behavior for IoT attack detection in comparison with the other six
anomaly detection algorithms.

Figure 5. The convergence curves for SSA–ALO algorithm.

Figure 6. G-mean results for the SSA–ALO and other algorithms.
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Figure 7. TPR results for the SSA–ALO and other algorithms.

Figure 8. FPR results for the SSA–ALO and other algorithms.
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Figure 9. Time results for detecting attacks for the SSA–ALO and other algorithms.

6. Analysis of the Most Relevant Features

This section presents the most relevant features selected by the proposed SSA–ALO
algorithm over the NN-BaIoT dataset during the optimization process. The results show
that SSA–ALO obtained the best results in terms of the studied metrics using these relevant
subsets of features. As mentioned before, the NN-BaIoT dataset has 115 features. The num-
ber of selected features by SSA–ALO to detect a threat to a security camera, baby monitor,
doorbell, webcam, and thermostat is eleven, seven, twelve, eleven, and five, respectively.
This implies that there is a dimensionality reduction of (90–96%). The following list shows
the most relevant features necessary to detect an attack on each type of device:

• Security camera:

1. H_L1_mean
2. HH_L5_radius
3. HH_L3_weight
4. HH_L3_magnitude
5. HH_L3_radius
6. HH_L1_mean
7. HH_L0.1_mean
8. HH_L0.1_magnitude
9. HH_L0.1_radius
10. HH_iit_L0.1_variance
11. HH_iit_L0.1_mean

• Baby Monitor:

1. HH_L3_pcc
2. HH_L0.1_magnitude
3. HH_L0.1_radius
4. HH_L0.1_pcc
5. HH_iit_L1_weight
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6. HpHp_L3_magnitude
7. HpHp_L3_radius

• Doorbell

1. HH_L3_magnitude
2. HH_L1_std
3. HH_L1_radius
4. HH_L0.1_weight
5. HH_L0.1_mean
6. HH_L0.1_pcc
7. HH_L0.01_std
8. HH_iit_L3_mean
9. HH_iit_L1_weight
10. HH_iit_L0.1_variance
11. HpHp_L0.1_radius
12. HpHp_L0.01_magnitude

• Webcam

1. MI_dir_L0.1_mean
2. MI_dir_L0.01_mean
3. H_L5_variance
4. H_L0.1_mean
5. HH_L3_mean
6. HH_L3_pcc
7. HH_L0.1_pcc
8. HH_L0.01_radius
9. HpHp_L1_magnitude
10. HpHp_L0.1_radius
11. HpHp_L0.01_std

• Thermostat

1. HH_L3_weight
2. HH_L0.1_weight
3. HH_L0.1_radius
4. HH_iit_L1_weight
5. HpHp_L3_mean

7. Conclusions and Future Work

IoT botnet attacks are brutal due to several reasons, such as the rapid increase in the
number of connected IoT devices, the vulnerability of these objects to security breaches,
and the fact that the attacked devices may not show any symptoms of threat. This study
aims to detect IoT botnet breaches by utilizing ant lion optimization, salp swarm opti-
mization, and the proposed hybrid SSA–ALO algorithm. The results on the NN-BaIoT
dataset demonstrated the efficiency of the SSA–ALO. The new hybrid algorithm proved its
efficiency compared to six other algorithms in terms of the studied evaluation metrics for
all IoT device types under study. In addition, it needed the least time to detect an attack.
Meanwhile, it reduced the number of selected features. The hybrid SSA–ALO algorithm
has an excellent trade-off between the global search and the local search. The algorithm
can increase the solutions’ diversity and avoid premature convergence. For future work,
we have a few ideas that can be investigated:

• Developing a parallel version of the hybrid SSA–ALO to work on a distributed
framework.

• Using the proposed method on other applications such as those from genetic and
microarray.
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Abstract: With the frequent occurrence of network security events, the intrusion detection system will
generate alarm and log records when monitoring the network environment in which a large number
of log and alarm records are redundant, which brings great burden to the server storage and security
personnel. How to reduce the redundant alarm records in network intrusion detection has always
been the focus of researchers. In this paper, we propose a method using the whale optimization
algorithm to deal with massive redundant alarms. Based on the alarm hierarchical clustering, we
integrate the whale optimization algorithm into the process of generating alarm hierarchical clustering
and optimizing the cluster center and put forward two versions of local hierarchical clustering and
global hierarchical clustering, respectively. To verify the feasibility of the algorithm, we conducted
experiments on the UNSW-NB15 data set; compared with the previous alarm clustering algorithms,
the alarm clustering algorithm based on the whale optimization algorithm can generate higher quality
clustering in a shorter time. The results show that the proposed algorithm can effectively reduce
redundant alarms and reduce the load of IDS and staff.

Keywords: intrusion detection system; whale optimization algorithm; alarm reduction;
hierarchical clustering

1. Introduction

With the continuous development of computer network technology, people are more
and more dependent on the convenience brought by the internet, but at the same time, the
characteristics of the network, such as openness and complexity, also lead to the complexity
and diversity of network security threats. In order to avoid the damage caused by network
threats, many network security technologies are widely used, such as firewall, intrusion
detection system (IDS), vulnerability scanning program and so on [1]. This study mainly
focuses on the IDS, especially on how to improve the efficiency and performance of the
IDS when dealing with network security events.

IDSs can be divided into two categories: the signature-based IDS and anomaly-based
IDS [2]. The signature-based IDS determines whether network traffic shows malicious or
normal behavior by maintaining a knowledge base [3]. The anomaly-based IDS detects
whether the network traffic deviates from the normal rule state to determine malicious
traffic [4]. Whether the signature-based IDS or the anomaly-based IDS can identify different
types of network attacks is an important factor to judge its effectiveness. Therefore, the
establishment of an intrusion detection system needs a network data set as the support. In
past studies, many open network data sets were used by scholars as benchmark data sets,
such as KDDCup99 [5] and NSL-KDD [6], which were widely used in various studies in
the field of network security. However, with the rapid development of network technology
and the emergence of new cyber security threats, these data sets have become outdated.
In recent years, many new network data sets have been published on the internet, such
as DDoS 2016 [7], UNSW-NB15 [8] and CICIDS 2017 [9]. Scholars are gradually using

Appl. Sci. 2021, 12, 11200. https://doi.org/10.3390/app112311200 https://www.mdpi.com/journal/applsci279



Appl. Sci. 2021, 12, 11200

these relatively new data sets in their studies. Moreover, network data sets are still at-
tracting the attention of scholars, such as LITNET-2020 [10], a new data set proposed
by Damasevicius et al. based on the real network environment in 2020. These data sets
usually have a fairly high-dimensional number of features, and different features may have
different types, such as numerical type and categorical type. Due to the size of the data
set, it is inevitable that there will be missing values in the data set. In the past, researchers
proposed a series of methods, such as clustering, to deal with this problem [11–13].

According to literature statistics [14,15], the IDS will generate a large number of alarms
in a very short period of time, 85% of which are irrelevant alarms or false alarms. In the
past studies, many scholars have used different technologies to deal with the problem of
redundant alarms generated by the IDS [16]. These methods can be generally divided
into clustering-based methods [17–19], attribute-similarity-based methods [1,20], expert-
system-based methods [21,22], genetic-algorithm-based methods [23,24], data-mining-
based methods [25,26], etc.

Swarm intelligence optimization algorithms in recent years, as a kind of heuristic
algorithm, are receiving more and more attention from researchers [27]. This kind of
optimization algorithm is a good way to deal with the NP problem. The whale optimiza-
tion algorithm (WOA), as an emerging swarm intelligence optimization algorithm, was
proposed by Mirjalili and Lewis in 2016 [28]. Mirjalili and Lewis took inspiration from the
behavior of humpback whales as they hunted their prey and modeled the process in the
abstract into concrete mathematical equations. WOA is applied in many academic fields
and achieves good results [29]. The specific application and theoretical background of
WOA are described in detail in Sections 2 and 3.

The main contributions and findings of this paper are as follows:

• To deal with the alarm reduction problem, we propose a coding and decoding scheme
that applies WOA to hierarchical clustering and propose a new fitness function. We
apply crossover and mutation operators to WOA to enhance the search capability of
the algorithm.

• To solve the problems of premature convergence of clustering and the tendency of
clustering algorithm to fall into the local optimum, we propose a local version of WOA
applied to hierarchical clustering, namely WOAHC-L. On the basis of WOAHC-L,
we further propose a global version of WOAHC to resolve the problem of the high
overlap degree of the cluster center, namely WOAHC-G.

• We conducted experiments on UNSW-NB15 data set to explore the performance of
WOAHC in the search of cluster centers, time consuming, clustering results, accuracy
and other indicators. Compared with the alarm hierarchical clustering algorithm in
the past, the proposed framework can obtain higher quality alarm clustering within
the allowed time range and solves the problem of alarm redundancy well.

The structure of this paper is as follows: The second part introduces the related
work. The third part provides the theoretical background and introduces the framework
of hierarchical clustering and the method of alarm distance calculation. In the fourth
part, we propose our new methods for alarm hierarchy clustering, named WOAHC-L and
WOAHC-G. The fifth part carries on the experiment and provides the experiment result
and our discussion. The sixth part is the conclusion of this paper.

2. Literature Review

In the previous section, we gave an overview of several categories of methods for
dealing with redundant alarms. In this section, we mainly discuss hot approaches for
dealing with alarm problems in recent years and explore the application of heuristic algo-
rithms (such as WOA) in dealing with alarm problems in the intrusion detection domain.
Firstly, we introduce the research results of scholars on alarm problems of the past few
years. Wang et al. [30] proposed a framework to improve the intelligent false alarm reduc-
tion for DIDS based on edge computing devices. They built a false alarm filter by using
machine learning classifiers, which can select an appropriate algorithm to maintain the
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filtration accuracy. Toldinas et al. [31] proposed a new image recognition method using
multi-level deep learning to solve the problem of intrusion detection system identification
of network attacks. They converted network features into four-channel images that were
used to train and test the pre-trained deep learning model ResNet50. Kinghorst et al. [32]
introduced a pre-processing step in the process of alarm flood analysis to enhance the ro-
bustness of the alarm system in dealing with the random alarm or interference alarm mode
through probability calculation of alarm correlation. Fahimipirehgalin et al. [33] proposed
a data-driven method, using alarm log files to detect the causal sequence of alarms. In this
method, an efficient alarm clustering method based on the time distance between alarms is
proposed, which is helpful to preserve adjacent alarms in a cluster. To solve the problem
of a large number of redundant alarms generated by IDS, Sun and Chen [1] proposed an
alarm aggregation scheme based on the combination of conditional rough entropy and
knowledge granularity. Based on this scheme, the weights of different attributes in the
alarms were obtained, and the similarity values of the alarms were calculated within the
sliding time window to aggregate the similar alarms to reduce redundant alarms.

In recent years, the development of swarm intelligence optimization algorithms has
attracted the attention of researchers. Swarm intelligence (SI) optimization algorithms can
be divided into two main categories: one is the particle swarm optimization algorithm
(PSO), and the other is the ant colony optimization algorithm (ACO). The emergence of SI
was first used to solve optimization problems and was subsequently applied by scholars
in the field of network attack detection. Alharbi et al. [34] proposed a method combining
the bat algorithm and neural network to detect botnet attacks. The bat algorithm is used
to select feature subsets and adjust hyperparameters in a network attack, and is used to
adjust the hyperparameters and weight optimization of a neural network. In article [35],
Khurma et al. combined the salp swarm algorithm and ant lion optimization algorithm
to propose a wrapper feature selection model to solve the problem of high dimension
of features in IDS. Zhang et al. [36] proposed an improved particle swarm optimization
algorithm to solve the problems of repeated alarms and high false positive rate in IDS. In
the process of reconstructing the attack path between DDoS attack victims and attackers
based on an internet protocol backtracking scheme, Lin et al. [37] proposed a multi-mode
optimization scheme that applied the improved locust swarm optimization algorithm to
the reconstructed attack path in order to solve the problem that the traditional route search
algorithm was prone to fall into local optimum. This method shows the excellent search
performance of the SI algorithm. In addition, there is also a lot of research of SI in the
feature selection stage of the IDS and attack target detection [38–40].

PSO and ACO algorithms have achieved good results in many fields. On this ba-
sis, scholars have proposed more excellent swarm intelligence optimization algorithms
inspired by nature, such as the WOA [28], bat algorithm [41], wolf optimization algo-
rithm [42], pathfinder algorithm [43], etc. Mirjalili and Lewis studied the behavior of
humpback whales in preying on prey, analyzed and modeled the behavior patterns of the
bubble net attack and spiral approach, and put forward the WOA. It is proved that the
WOA has strong competitiveness, compared with the existing meta-heuristic algorithms
and traditional algorithms. After WOA was proposed, due to its excellent problem opti-
mization ability, it was quickly applied in various fields of research. In a review article on
the application of WOA [29], the author listed the research progress of WOA, including
hybridization, improvement and variation, as well as application scenarios such as engi-
neering problems, clustering problems, classification problems, image processing, network
and task scheduling and other problems. It can be seen that WOA, as a new meta-heuristic
swarm intelligent optimization algorithm, has proved its reliability and good performance
in handling optimization problems. However, in the field of alarm clustering, previous
scholars did not carry out further research on it. Based on the proven global and local
search capabilities of WOA, this paper studies the application of WOA in alarm clustering,
focusing on the optimization of alarm hierarchical clustering based on WOA.
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3. Theoretical Background

In this section, we introduce the relevant theoretical background of the study. Firstly,
we introduce the alarm reduction algorithm based on hierarchical clustering, including the
concept of generalization level, the calculation method of distance and the basic process
of the algorithm. Second, we introduce the main ideas and basic process of WOA. Table 1
shows the list of notations used in this paper.

Table 1. Table of notations used in this paper.

Symbol Description

Ni ith node of a hierarchical tree
Ai ith alarm in an alarm set

DAi−Aj The distance between ith alarm and jth alarm in an alarm set
Ci ith alarm cluster center

→
X(t) In WOA, the current solution at iteration t
→
X∗(t) In WOA, the best solution at iteration t
→
Xrand In WOA, a random solution in the current solution space

→
D In WOA, the distance between ith

→
X and jth

→
X

SearchAgents In WOA, the number of search agents to search solution simultaneously
MaxIter In WOA, a predetermined maximum number of iterations
C, r, a, l Random numbers used in WOA to control logical judgment

ETk(t, x) Fitness value of alarm number for cluster center k
Es(k) Fitness value of alarm distance for cluster center k

O
(

Ci, Cj

)
The degree of overlap between ith cluster center Ci and jth cluster center Cj

ESO Fitness value of the coincidence degree of all cluster centers in the cluster
TP Number of normal network traffic clustering to normal cluster
TN Number of network attack clustering to attack cluster
FP Number of network attack alarms incorrectly clustering to normal cluster
FN Number of normal network traffic incorrectly clustering to attack cluster

3.1. Alarm Reduction Algorithm Based on Hierarchical Clustering
3.1.1. Generalization Hierarchies

We first introduce the concept of generalization hierarchy. As mentioned earlier, if
newly generated alarms are arranged in a meaningful cluster according to predefined
rules, operators can easily understand what is happening in the network. According to
this idea, we define the concept of cluster, and classify the alarms into the cluster they
belong to according to the rules. We use the basic idea of hierarchical clustering proposed
by Julisch [44,45]. As shown in Figure 1 below, for all the attributes in the alarm, we can
use the method of hierarchical division to layer the attributes. Figure 1a shows the attribute
hierarchical tree composed of IP attributes, and each leaf node of the tree represents a
unique specific IP address. We can generalize it once to obtain the specific protocol using
this IP, such as firewall and WWW/FTP in Figure 1a. If we continue to generalize it, we
can obtain more advanced generalizations, such as DMZ and EXTERN. When we find
that the generalization has reached the highest level and can no longer be generalized,
we define the root of the hierarchy tree. For example, the root of the hierarchy tree to
which the IP attribute belongs is ANY IP. The generalized structure of other attributes is
similar, as shown in Figure 1b–d. In the past, scholars have proposed many methods for
the construction of a hierarchical tree, with which we can construct a hierarchical tree for
various attributes of the alarm data.
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Figure 1. Hierarchical tree structure of four attributes: (a) IP address attribute; (b) time attribute measured in weeks; (c) port
number attribute; (d) time attribute measured in months.

After providing the construction process of a hierarchical tree, we provide the follow-
ing definitions of nodes in the hierarchical tree.

Definition 1. A basic alarm is the alarm triggered by IDS that correspond to leaf nodes in the
hierarchy tree. An abstract alarm is derived from the basic alarm by generalization and corresponds
to intermediate or root nodes in the hierarchy number. Naturally, a basic alarm is also a special
abstract alarm.

Definition 2. In a hierarchical tree, if there is a path from N1 node to N2 node, then N1 is a
generalization of N2, and N2 is a specification of N1.

Definition 3. For both abstract alarms A1 and A2, A1 is a generalization of A2 if each attribute
in A1 is a generalization of the corresponding attribute in A2, and at the same time, A2 is a
specification of A1.

Definition 4. For an alarm set, the minimum cover refers to the common generalization of all
alarms in the set, and the generalization is a minimum specification.

Based on the four definitions above, considering the four hierarchical trees shown in
Figure 1, there is an alarm set that contains three alarms: A1 (ip1,80,h1,11), A2 (DMZ,80,h0,
MIDDLE), and A3 (DMZ, PRIVATE, WEEKEND, MIDDLE). A1 is a basic alarm because
all the attributes of the alarm are at leaf nodes in the hierarchical tree. A2 and A3 are
abstract alarms because there is at least one attribute in the alarm that is the middle nodes
in the hierarchy tree. A3 is a generalization of A1 and A2 because every attribute of A3 is
a generalization of A1 and A2, and obviously A3 is a common generalization of A1, A2,
and A3.

3.1.2. Distance Definition

After obtaining the generalized alarm set, in order to cluster the alarms in the original
alarm set, we need to define the distance calculation rule in the clustering problem, that is,
defining the distance between two alarms to judge whether they belong to the same cluster.
In fact, it is easy to calculate the distance between attributes of a numeric type, but there
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is a problem if the alarm property is a category, time, or string property using the same
distance calculation method. We give the following definition to calculate the distance
between two alarms in a hierarchical tree.

Definition 5. The distance between any two nodes in the same hierarchical tree depends on the
number of edges between them. If two nodes have directly linked edges, the distance between them
is 1.

Definition 6. If there is a generalization–specification relationship between two alarms, the distance
between the two alarms is defined as the average distance between their attributes.

Definition 7. The distance of an alarm set is defined as the average distance between the minimum
coverage in the set and each alarm.

Consider the alarm sets A1 (ip1,80,h1,11), A2 (DMZ,80,h0,MIDDLE), and A3 (DMZ,
PRIVATE, WEEKEND, MIDDLE) mentioned above, where the minimum coverage in the
alarm set is A3. The distance between A1 and A2 is (2 + 0 + 2 + 1)/4 = 1.25. The distance
between the minimum coverage and alarm sets is (1.5 + 0.75 + 0)/3 = 0.75.

3.1.3. Definition of the Clustering Problem

The clustering method is now described as the following: among all triggered alarms,
a group of generalized alarms is found; the number of alarms within each generalized alarm
exceeds or is equal to a given threshold; and the distance between the alarms is as small as
possible. This method is proved to be an NP complete problem, that is, the exact solution
cannot be obtained in feasible time. Julisch presented an approximate algorithm [44] as
shown in Algorithm 1.

Algorithm 1 Julisch’s alarm hierarchical clustering algorithm

Input: a set of events; a threshold T; a set of trees of all the attributes considerer;
Output: an alarm/ /an abstract event
1: select an arbitrary alarm A, each member of which is a leaf in a tree
2: while the number of events A covers is less than T do

3: select an arbitrary member of A, and replace the member with its direct parent
4: end while

3.2. Whale Optimization Algorithm

Mirjalili and Lewis proposed the whale optimization algorithm based on abstract
modeling of the hunting strategies of humpback whales; it mimics the bubble-net feeding
in the foraging behavior of humpback whales [28]. Humpback whales hunt close to the
surface while trapping the prey in a net of bubbles. They create this net when swimming
on a ‘6′-shaped path. The algorithm mimics two phases: the first phase (exploitation phase)
is to encircle the prey and attack with spiral bubble nets, and the second phase (exploration
phase) is searching randomly for prey. Figure 2 shows a series of behaviors of humpback
whales as they hunt prey. Figure 2a shows the movement of the whale toward the prey,
during which the whale can choose to move toward the lead whale or in a random direction.
Figure 2b illustrates the shrinking encircling mechanism used by whales to capture prey.
Besides the shrinking encircling mechanism, the whale also moves further toward the prey
in a spiral shape, during which the whale emits a bubble attack to surround the prey, as
shown in Figure 2c. The details of each phase are presented in the following subsections.
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Figure 2. The process of humpback whales hunting prey: (a) the whales move toward the lead
whale or in random directions; (b) whales reach their prey by the shrinking encircling mechanism;
(c) whales reach their prey in a spiral shape.

3.2.1. Exploitation Phase (Encircling Prey/Bubble-Net Attacking Method)

Mirjalili et al. designed two methods to mathematically model the bubble-net behavior
of humpback whale, one of which is the shrinking encircling mechanism and the other is
the spiral updating position. We then analyze the concrete implementation of these two
processes from a mathematical point of view.

In the shrinking encircling mechanism, WOA applies the following two formulas to
update the problem solution to model the movement of a whale toward a prey.

→
D =

∣∣∣∣→C.
→
X∗(t)− →

X(t)
∣∣∣∣ (1)

→
X(t + 1) =

∣∣∣∣ →X∗(t)−
→
A.

→
D
∣∣∣∣ (2)

where t represents the number of current iterations,
→
X∗ represents the optimal solution

obtained so far,
→
X is the current solution scheme, || is the absolute value, and . is the dot

product operation between the elements.
→
A and

→
C are the coefficient vectors, which can be

obtained from Equations (3)–(5):
→
A = 2

→
a .

→
r − →

a (3)
→
C = 2.

→
r (4)

a = t
2

MaxIter
(5)
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where the value of A decreases linearly from 2 to 0 and its value is in the interval [−a, a]. r
is a random vector between [0, 1]. a increases linearly from 0 to 2 depending on the number
of iterations. t is the number of the current iteration, and Maxiter is the maximum number
of pre-set iterations.

According to Equation (2), the current solution updates the position of the current
solution according to the optimal solution obtained so far. Through the two vectors A
and C, the search range of the current solution can be controlled to be fixed within the
neighborhood range of the optimal solution. In order to imitate the behavior of whales
hunting prey in Figure 2b, we use the mathematical model shown in Figure 3a for modeling
and analysis. It is assumed that (X∗, Y∗) is the current global optimal solution, and the solid
dots in the figure, such as (X, Y), are the current solution. Figure 3a shows the possible
positions from (X, Y) toward (X∗, Y∗) that can be achieved by 0 ≤ A ≤ 1 in a 2D space.

Figure 3. Bubble-net search mechanism implemented in WOA. (X∗ represents the best solution
obtained so far): (a) shrinking encircling mechanism; (b) spiral updating position.

As mentioned above, whales also use a spiral motion to move toward prey as shown
in Figure 2c. WOA uses the following formula to model this behavior.

→
X(t + 1) = D′.ebl .cos(2πl) +

→
X∗(t) (6)

where
→
X∗ represents the optimal solution obtained so far,

→
X is the current ith solution,

D′ = |
→
X∗(t)− →

X(t)∨ and indicates the distance of the ith whale to the prey (best solution
obtained so far), b is a constant for defining the shape of the spiral, and l is a random
variable between [−1, 1].

The approximate figure of Equation (6) and Figure 2c is shown in Figure 3b. In
this 1D space, Xt represents the current ith solution (i.e., the whale), X∗ represents the
current optimal solution (i.e., the prey), and the distance between Xt and X∗ is Di. The
x-coordinate of the coordinate axis represents a random number l, which is used to control
the movement direction of the whale, and the y-coordinate represents the next position
X(t+1) of the current solution Xt. In order to simulate the behavior of humpback whales
swimming around prey while following a spiral-shaped track in a shrinking circle, the
authors consider the contraction and spiral rise processes to occur equally with probability,
and the mechanism is defined in Equation (7).

→
X(t + 1) =

⎧⎪⎨⎪⎩
∣∣∣∣ →X∗(t)−

→
A.

→
D
∣∣∣∣i f (p < 0.5)

D′.ebl .cos(2πl) +
→
X∗(t)i f (p ≥ 0.5)

(7)
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where p is a random variable between [0, 1].

3.2.2. Exploration Phase (Search for Prey)

As mentioned above, besides moving toward the lead whale, the whale can also move
in a random direction, as shown in Figure 2a. This is called the exploration phase in WOA.
In this phase, we no longer require a random search of the solution based on the position of
the optimal solution found so far, but instead update the position with randomly selected
solutions. Thus, a vector with a random value greater than 1 or less than −1 is used to
force a solution away from the optimal search agent. This mechanism can be expressed in
mathematical models as Equations (8) and (9).

→
D =

∣∣∣∣→C.
→
Xrand − →

X
∣∣∣∣ (8)

→
X(t + 1) =

∣∣∣∣→Xrand −
→
A.

→
D
∣∣∣∣ (9)

where
→
Xrand is a random solution of the current solution vector set. The meanings of the

other notations are mentioned above.
In WOA, the author uses A to control whether the algorithm specifically executes the

exploitation phase or exploration phase. When the absolute value of A is greater than 1,
WOA chooses to execute the exploration phase; when the absolute value of A is less than
1, WOA chooses to execute the exploitation phase. As mentioned in the previous paper,
the value range of A is [−a, a], and the value of A decreases linearly with the increase in
the number of iterations. Therefore, in the general trend, WOA has more chances to jump
out of the current optimal solution and choose the random solution at the early stage of
implementation. With the increase in the number of iterations, the range of A will gradually
shrink, and the WOA will gradually converge to the optimal solution.

4. Proposed Method

In this section, we introduce our proposed algorithm in detail. First, in Section 4.1, we
introduce two different coding schemes corresponding to the local and global versions of
the WOA applied to hierarchical clustering. In Section 4.2, we describe the fitness function
that generates alarm clustering using the WOA. In Section 4.3, we combine the WOA with
the crossover and variation factors of the genetic algorithm and propose the pseudo-codes
of the local and global versions of the WOA alarm hierarchical clustering algorithm.

4.1. Encoding and Decoding

We first introduced the encoding and decoding scheme of the local version of the WOA
applied to hierarchical clustering. In this scheme, a search agent in the WOA corresponds to
a cluster center of hierarchical clustering. As mentioned above, a cluster center is composed
of a basic alarm or an abstract alarm, so we can obtain the data structure encoded by the
search agent. Each attribute in the alarm corresponds to a binary string in the encoded data
structure, represented by 0 or 1, as shown in Figure 4.

Figure 4. A cluster center (A3,B6,C1,D5) and its corresponding coding scheme: (a) the coding scheme
of the cluster center; (b) the cluster center (A3,B6,C1,D5).

Figure 5a shows the coding scheme of the cluster center in binary form, and Figure 5b
shows the attribute values of the cluster center corresponding to this coding. Figure 4
shows an alarm with four attributes (A, B, C, and D) with decimal values of 3, 6, 1, and 5.
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The four attribute fields of the alarm are located in their respective hierarchical trees, as
shown in Figure 5.

Figure 5. Hierarchical tree structure for attributes A, B, C and D. (a) three-layer tree structure of
attribute A; (b) four-layer tree structure of attribute B; (c) three-layer tree structure of attribute C;
(d) four-layer tree structure of attribute D.

We can find the location of the node corresponding to the binary-encoded attribute
in the hierarchical tree. At the same time, we can easily obtain the binary fragment
corresponding to the alarm through the hierarchical tree. This coding scheme indicates
that a search agent corresponds to a cluster center. The goal of the WOA is to find the
best search agent for the fitness function over multiple iterations, output its corresponding
cluster center, and categorize the alarms that belong to that cluster.

In this encoding and decoding scheme, a WOA search agent corresponds to a cluster
center, assuming that the cluster center is composed of N attributes and the binary length
of each attribute is K, then the encoding length of a search agent is N ∗ K, corresponding to
N hierarchical trees.

After giving the encoding and decoding scheme of the local version WOA–hierarchical
tree, we introduce the encoding and decoding schemes of the global version WOA–
hierarchical tree. In the coding scheme of the global version, a WOA search agent is
composed of a group of cluster centers. Assuming that WOA eventually obtains C cluster
centers, each of which is composed of N attributes with length K, the coding length of
the global version WOA–hierarchical tree is C ∗ N ∗ K. Let us take the example shown in
Figure 6 for illustration.

Figure 6. Hierarchical tree structure for attributes A, B and C.

In Figure 6, there are three hierarchical trees corresponding to the three attributes of
an alarm, respectively. If we need to finally obtain three cluster centers for this alarm set,
which are (A4, B2, C3), (A1, B1, C2) and (A3, B2, C4), then one of our search agents can be
encoded as shown in Figure 7a in the second coding method. Figure 7b shows the three
cluster centers corresponding to this coding scheme.
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Figure 7. Three cluster centers and its corresponding coding scheme: (a) the coding scheme of the
three cluster centers; (b) three cluster centers (A4,B2,C3), (A1,B1,C2) and (A3,B2,C4).

4.2. Fitness Function

The core of WOA is to find the best solution set in a finite solution set space through
a finite number of iterations. The fitness function is the standard to evaluate whether a
solution set is excellent. Therefore, how to set up an appropriate fitness function is the
key to solve the problem of hierarchical clustering using WOA. The selection of the fitness
function in this paper mainly considers the following three factors: the number of alarms
contained in the cluster center, the distance between alarms belonging to the same cluster,
and the coincidence degree between clusters. We believe that, given a fixed threshold of
alarm distance, the more alarms that a cluster contains, the greater the fitness value will
be. In addition, when the similarity of alarms belonging to the same cluster is higher (the
distance is smaller), the fitness value is higher. If the coincidence degree of cluster center is
higher, we believe that the meanings of the two clusters are closer, and the overall fitness
value will be smaller.

For a given alarm cluster center, S = (N1, N2, N3,N4, . . . Nm), where the value of m
corresponds to the number of hierarchical trees used in the alarm cluster. If the alarm
distance meets the number of alarms within the given threshold, we believe that the fitness
of the alarm cluster center is higher. In Refs. [45–47], the setting of the fitness function is
to determine whether the number of alarms belonging to a certain alarm cluster center
exceeds the given threshold. If the number exceeds, the fitness is set to 1, and if not, the
fitness is set to 0. This processing method has a simple idea and can well distinguish the
alarms that do not meet the clustering requirements from those that meet the clustering
requirements. However, the problem is that the method cannot reflect the quality of the
cluster centers which exceed the threshold value. For example, if the threshold value is
set to 500, the existing two clusters C1 and C2 contain alarm numbers of 2000 and 5000,
respectively. We intuitively feel that C2 is better than C1 but their fitness values are set to
the same value, which does not achieve a good distinction. In this paper, a new calculation
method of alarm number fitness is adopted, as shown in Equation (10).

ETk(t, x) =
{

0, i f (x < t)
ln
( x

t
)
, i f (x ≥ t)

(10)

where t represents the threshold of the number of alarms that the cluster should contain,
and x represents the number of alarms belong to the cluster center.

When x < t, we think that the cluster contains too few alarms, and the cluster center
should not be selected; when x > t, we think that the fitness value of the cluster center
increases with the increase in x, and taking t = 500 as an example, the image of the fitness
function is shown in Figure 8.
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Figure 8. Figure of fitness function ETk(t, x) for t = 500.

For a cluster center, only considering the number of alarms contained in the cluster
center as an evaluation index cannot indicate the quality of the cluster center. Only when
the number of alarms contained in the cluster center is large enough and the difference
between alarms is small enough do we believe that the selection of the cluster center is
reasonable. Therefore, we define a fitness function for the internal differences in the alarm
cluster center, as shown in Equation (11). The average depth of the four hierarchical trees
as shown in Figure 1 is (3 + 2 + 3 + 2)/4 = 2.5.

ES(k) =
1
n

n

∑
i=1

(
1 − D(Ci)

Md

)
(11)

where i = (1, 2, 3, . . . , n) represents n alarms belonging to a cluster center k, D(Ci) repre-
sents the sum of the distances between the alarm and each attribute of the cluster center in
its attribute tree, and Md represents the average depth of all attribute hierarchy trees.

4.3. Crossover and Mutation Operator

One of the difficulties of the WOA in solving hierarchical clustering problems is how
to apply Equations (2), (6) and (9) to transform search agent positions for different types
of attributes. If an attribute is a continuous variable, the use of the above formula is not
affected, but if an attribute is a discrete variable then using the formula is difficult. Because
we use the attributes of the hierarchical tree structure and type of binary coding structure,
we can easily transform the attributes into a hierarchical tree. Here, we use crossover and
mutation operators of the genetic algorithm to solve this problem. Another advantage
of using these two operators is that the WOA is combined with crossover and genetic
operators to further improve the algorithm’s ability to search for local and global optimal
solutions. This conclusion is mentioned in Ref. [48].

Now, we present the application of crossover operator based on the WOA coding
scheme. Taking an alarm with four attributes as an example, the binary identity of the
attribute field with two alarms is shown in Figure 9.

As can be seen from Figure 10, the attributes of the two coded alarms are Alarm1
(A3B6C1D5) and Alarm2 (A3B10C2D3). Starting with 6 bit, cross transposition of the at-
tributes of the two alarms can be carried out so that two new alarms can be obtained after
operation, as shown in Figure 10.

From Figure 10, we can see that the two new alarms, Alarm1′ (A3B6C2D3) and
Alarm2′ (A3B10C1D5), are generated after crossing. Looking at the changes in the at-
tribute fields of the two alarms, we find that, except for the change in the attribute of the
exchange location, the other attributes only changed the location.
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Figure 9. Property fields for the two alarm records waiting for a crossover operation.

Figure 10. Two new alarm records after a crossover operation.

After introducing the application of crossover operator in alarm clustering, we intro-
duce the use of the mutation operator in alarm clustering. Taking the alarm shown in the
left figure of Figure 9 as an example, the change of the alarm after a mutation operation
is performed on a bit of the alarm attribute is shown in the right figure of Figure 11. By
changing the value of the sixth bit in the binary from 1 to 0, the alarm changes from
Alarm (A1, B5, C6) to Alarm(A1, B4, C6). Observing the change in the alarm, we can find
that the mutation operation only makes a certain attribute of the alarm field change, while
the other attributes remain unchanged.

Figure 11. An alarm record before/after mutation operation.

4.4. WOA-Based Alarm Hierarchical Clustering Process

After introducing the coding and decoding scheme, fitness function and crossover and
mutation operator of the WOA applied to hierarchical clustering, in this section, we present
the processing of the local and global versions of WOA applied to the alarm hierarchical
clustering process. In order to express clearly, the WOA hierarchical clustering of the local
version and global version are respectively called WOAHC-L and WOAHC-G. Compared
with the traditional alarm hierarchical clustering algorithm, which can only generate one
random generalization alarm at a time, WOA uses multiple search agents to search the
solution set space of the generalization alarm simultaneously, which can improve efficiency
and obtain more possibilities of solution sets. The random agent selection stage of WOA
provides a higher possibility to jump out of the local optimum to find a better solution set.
The use of crossover operators and mutation operators can help WOA deal with various
types of data and enhance the ability of local search and global search.

We first provide the algorithm flow of WOAHC-L. The process of WOAHC-L can be
described as follows: the algorithm first initializes several search agents, each representing
a cluster center of the alarm. Then, we calculate the fitness value of each search agent
according to the fitness function. The cluster center represented by the search agent with
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the best fitness value is the optimal solution. After that, according to WOA’s search
mechanism, the remaining search agents explore the solution set space around the optimal
solution through exploitation phase and exploration phase and update the value of the
optimal solution whenever there is a better solution. After several iterations, the cluster
center represented by the search agent with the optimal fitness value is output, and alarms
belonging to that cluster are added to the cluster and removed from the original alarm set.
Each time the algorithm is executed, a cluster center is output and the alarms belonging
to the cluster are deleted from the original alarm set. When the remaining alarms no
longer meet the clustering rules after several times of algorithm execution, the algorithm is
finished. The alarm clustering process based on WOAHC-L is shown in Figure 12.

The algorithm pseudocode of WOAHC-L is shown in Algorithm 2.

Algorithm 2 WOA for alarm hierarchical clustering (local version)

Input: threshold, N, maxIteration, mutation rate, t = 0, k = 0
Output: alarm_center[], alarms after clustering
1: while the number of current alarms is bigger than threshold do

2: Randomly generate initial population Xi (i = 1, 2, . . . , N)
3: Calculate the fitness value of each solution
4: Get the best Xi that has the largest fitness value, mark it as X*
5: while t < MaxIterationr do

6: for population Xi(i = 1, 2, . . . , N) do

7: Use Eqations (3)–(5) to update a,A,C
8: Generate values for random numbers 1 and P
9: if p < 0.5 then

10: if |A| < 1 then

11: Use Equations (1) and (2) to update the position of Xi
12: Apply mutation operation on X* (best solution) given mutation rate (r) to get Xmut
13: Perform crossover operation between Xmut and Xi
14: Set the new position of Xi to the output of crossover operation
15: else if |A| ≥ 1 then

16: Select a random search agent (Xrand)
17: Use Equations (8) and (9) to update the position of Xi
18: Apply mutation operation on Xrand given mutation rate(r) to get Xmut
19: Perform crossover operation between Xmut and Xrand
20: Set the new position of Xi to the output of crossover operation
21: end if

22: else if p ≥ 0.5 then

23: Use Equation (6) to update the position of the current solution Xi
24: Apply mutation operation on X* (best solution) given mutation rate (r) to get Xmut
25: Perform crossover operation between Xmut and Xi
26: Set the new Position of Xi to the output of crossover operation
27: end if

28: end for

29: Calculate the ftness value of each solution, check if any solution goes beyond the search space
30: If there is a better solution Xi update Xi as X*
31: t = t + 1
32: end while

33: Mark X* as cluster k
34: Put alarms which belong to the cluster k to the alarm_center[k]
35: Remove alarms from the original alarms set
36: k = k + 1
37: end while
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Figure 12. Alarm reduction framework flow chart based on WOAHC-L.

Based on the excellent local and global search capabilities and the group search
mechanism of WOAHC-L algorithm, we can find excellent alarm cluster centers. However,
the problem of WOAHC-L is that there may be a high degree of overlap between the
cluster centers obtained by executing WOAHC-L several times, so that the alarm sets
originally belonging to the same cluster may be divided into multiple clusters. In other
words, WOAHC-L only focuses on the generation of single cluster centers and does not
consider the overlap between the finally obtained cluster centers. In order to solve the
above problem of the WOAHC-L algorithm, we propose a global version based on WOA
hierarchical clustering, namely WOAHC-G, which uses the second encoding scheme of the
search agent mentioned in Section 4.1 above.

The process of WOAHC-G can be described as follows: the algorithm initializes
several search agents, each of which is composed of N cluster centers and represents the
final clustering result. According to the fitness function, each search agent calculates a
fitness value. The search agent with the best fitness value is the optimal search agent,
and the cluster center represented by the agent is the final cluster center set. Based on
the WOA exploitation phase and exploration phase, the cluster center set represented by
the search agent with the optimal fitness value is finally obtained after several iterations.
WOAHC-G differs from WOAHC-L in that WOAHC-G only needs to execute once to
obtain all cluster centers, while WOAHC-L needs to execute several times until the number
of remaining alarms is insufficient for the next algorithm execution. In addition, WOAHC-
G considers the problem of coincidence degree between different cluster centers and takes
the coincidence degree as an important indicator of fitness value. Therefore, the fitness
function of the algorithm needs to be changed to add the coincidence degree of cluster
centers, as shown in Equation (12).

O
(
Ci, Cj

)
=

{
1, Ci ∩ Cj = ∅
0, Ci ∩ Cj �= ∅

(12)

where Ci, Cj represent two cluster centers. If each attribute of the two cluster centers has
no intersection, the coincidence degree is considered to be 0; otherwise, it is 1.

After the calculation function of clustering coincidence degree is given, the evaluation
equation of clustering coincidence degree is given as Equation (13).

ESo =
2

k(k − 1) ∑
0≤i<j≤k

O
(
Ci, Cj

)
(13)

where k represents the number of cluster centers. When there are k cluster centers, k(k−1)
2

times are needed to calculate the coincidence degree between them. Therefore, the coef-
ficient in the calculation formula of ESo is set as 2

k(k−1) to ensure that the value of ESo is
within the interval [0, 1].

The alarm clustering process based on WOAHC-G is shown in Figure 13.
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Figure 13. Alarm reduction framework flow chart based on WOAHC-G.

The algorithm pseudocode of WOAHC-G is shown in Algorithm 3

Algorithm 3 WOA for alarm hierarchical clustering (global version)

Input: N, maxIteration, mutation rate, t = 0, k = 0
Output: alarm_center[], alarms after clustering
1: Randomly generate initial population Xi (i = 1, 2, . . . , N)
2: Calculate the fitness value of each solution
3: Get the best Xi that has the largest fitness value, mark it as X*
4: while t < MaxIteration do

5: for population Xi (i = 1, 2, . . . , N) do

6: Use Equations (3)–(5) to update a,A,C
7: Generate values for random numbers 1 and p
8: if p < 0.5 then

9: if |A| < 1 then

10: Use Equations (1) and (2) to update the position of Xi
11: Apply mutation operation on X* (best solution) given mutation rate (r) to get Xmut
12: Perform crossover operation between Xmut and Xi
13: Set the new position of Xi to the output of crossover operation
14: else if |A| ≥ 1 then

15: Select a random search agent (Xrand)
16: Use Equations (8) and (9) to update the position of Xi
17: Apply mutation operation on Xrand given mutation rate (r) to get Xmut
18: Perform crossover operation between Xmut and Xrand
19: Set the new position of Xi to the output of crossover operation
20: end if

21; else if p ≥ 0.5 then

22: Use Equation (6) to update the position of the current solution Xi
23: Apply mutation operation on X* (best solution) given mutation rate (r) to get Xmut
24: Perform crossover operation between Xmut and Xi
25: Set the new position of Xi to the output of crossover operation
26: end if

27: end for

28: Calculate the fitness of each solution, check if any solution goes beyond the search space
29: If there is a better solution Xi, update Xi as X*
30: t = t + 1
31 end while

32: return X*

5. Experiments and Results

5.1. Experiment Data Set

In this section we describe the data sets used in the experiment. We use UNSW-
NB15 as the experimental data set [8]. The UNSW-NB15 data set was developed by Ixia
Perfectstorm. It is used to simulate and generate real and contemporary attack models. This
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is a tool called Tcpdump, which contains up to 100 GB of PCAP files and is used to simulate
nine different types of attacks. These include DOS, Shellcode, worms, Fuzzers, backdoors,
exploits, analytics, generality, and scouts. In addition, the data set consists of 12 algorithms
for generating 49 features belonging to class tags. The following Table 2 shows a set of
features in UNSW-NB15, along with the corresponding groups and data types.

Table 2. UNSW-NB15 Features with their data type and category.

Category No Name Data Type Category No Name Data Type

Flow 1 srcip Nominal Content 25 trans_depth Integer
2 sport Integer 26 res_bdy_len Integer
3 dstip Nominal Time 27 Sjit Float
4 dsport Integer 28 Djit Float
5 proto Nominal 29 Stime Timestamp

Basic 6 state Nominal 30 Ltime Timestamp
7 dur Float 31 Sintpkt Float
8 sbytes Integer 32 Dintpkt Float
9 dbytes Integer 33 Tcprtt Float
10 sttl Integer 34 Synacj Float
11 dttl Integer 35 Ackdat Float
12 sloss Integer General 36 Is_sm_ips_ports Binary
13 dloss Integer Purpose 37 Ct_state_ttl Integer
14 service Nominal 38 Ct_flw_http_mthd Integer
15 Sload Float 39 Is_ftp_login Binary
16 Dload Float 40 Ct_ftp_cmd Integer
17 Spkts Integer Connection 41 Ct_srv_src Integer
18 Dpkts Integer 42 Ct_srv_dst Integer

Content 19 swin Integer 43 Ct_dst_ltm Integer
20 dwin Integer 44 Ct_src_ltm Integer
21 stcpb Integer 45 Ct_src_dport_ltm Integer
22 dtcpb Integer 46 Ct_dst_sport_ltm Integer
23 smeansz Integer 47 Ct_dst_src_ltm Integer
24 dmeansz Integer 48 Attack_cat Nominal

49 Class Binary

The UNSW-NB15 data set has a total of 2,540,044 records, which are stored in four
files respectively. In order to better conduct the experiment, the data set provides the
training set and test set that have removed the missing values, with 175,341 records and
82,332 records respectively. As can be seen from the above table, the 49 fields in the data
set include fields of different types, such as Flow, Basic, Content, Time, Content, etc., and
each attribute belongs to either the discrete or continuous types.

5.2. Experimental Setup

The experimental operating environment used Intel Core i5-7500CPU 3.40 GHz and
8 GB memory. The configuration of the software environment is as follows: the operating
system is Microsoft Windows 10, the experimental program is written in Python, and
the development version is Python 3.7.3. We use PyCharm and Juptyer Notebook as
the integrated development environment for Python. In addition, we use WEKA as an
auxiliary tool for data processing and analysis. WEKA is an open-source machine learning
and data mining software based on Java environment [49]. It is one of the most complete
data mining tools today.

5.3. Experimental Results

As mentioned above, we use the UNSW-NB15 data set as our experimental data set.
A total of 50,801 data were randomly selected from the training set and test set to carry out
the clustering calculation of the alarm. The extracted alarm label distribution is shown in
Table 3.
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Table 3. Distribution of alarm labels in 50,801 pieces of data.

Attack_Catgory Number Attack_Catgory Number

1 Null 44,387 6 Reconnaissance 289
2 Generic 4257 7 Backdoor 53
3 Exploits 913 8 Analysis 52
4 Fizzers 463 9 Shellcode 29
5 DoS 355 10 Worms 3

Attack types marked 2–10 in the table represent specific types of attacks, while the
type marked 1 is normal network traffic. It is not difficult to see that this data set contains a
large number of normal network traffic, which is identified by IDS as a malicious alarm,
resulting in a large number of false alarms. Our goal is to use clustering methods to
correctly identify normal network traffic and eliminate it from alarms.

We analyze the source IP address and destination IP address in the experimental data
set as follows. The data set contains two types of IP addresses: Class B and Class C (such
as Class C IP addresses 149.171.126.43 and 149.171.126.50). We can extract the same fields
and classify the IP addresses, and the uncertain part is represented by X. The statistics of
each type of IP address and its number are shown in Table 4.

Table 4. Distribution of source and destination IP addresses.

Source_IP Number Destination_IP Number

59.166.0.X 38,817 149.171.126 46,051
175.45.176.X 7234 175.45.176 4284
149.171.126.X 4338 10.40.X.X 298

10.40.X.X 412 224.0.0.X 108
59.166.0.X 55

192.168.241 5

After analyzing the experimental data, we first explore the performance of WOAHC-L
in looking for a single alarm cluster center. The specific parameters of WOAHC-L are set
as follows: SearchAgents = 10 and MaxIter = 50, respectively, which means that we use
10 search agents to search the solution space of the clustering at the same time, and the
maximum number of iterations of the algorithm is 50. Other parameters in WOAHC-L,
such as r, a, p, etc., are generated by random numbers or are related to MaxIter so we do
not have to set it up. The fitness function is set as the equation mentioned in Section 4.2.

According to the mechanism of WOAHC-L, the cluster center obtained by calling the
algorithm for the first time has the best fitness value. In order to explore the performance
of WOA in hierarchical clustering, we independently perform WOAHC-L four times and
record the change in the optimal fitness value with the number of iterations during each
algorithm execution. The performance of WOAHC-L is shown in Figure 14. The X axis is
the number of iterations and the Y axis is the fitness value of the currently found optimal
cluster center.

 

Figure 14. Comparison of fitness values of the best search agent obtained by four calls to WOAHC-L.
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As can be seen from Figure 14, WOAHC-L constantly seeks the most excellent cluster
center in the search space through its exploitation phase and exploration phase. It can be
seen from the figure that WOAHC-L has an excellent ability to break through the local
optimum, which can be clearly seen from the stage of 20–50 iteration times.

After verifying that WOAHC-L has excellent global search capability in alarm cluster-
ing, we continue to explore the use of WOAHC-L to solve the local clustering problem of
alarm hierarchical clustering, that is, every time we call the WOAHC-L, an alarm cluster
is obtained, which is obtained through the iterative search of WOAHC-L, according to
the fitness function. Taking MaxIter of 50 as the maximum number of iterations and the
number of search agents of 10 as an example, we perform WOAHC-L four times and obtain
four cluster centers successively from 50,801 alarms. The number of alarms contained in
the four cluster centers varies with the number of iterations as shown in Figure 15.

Figure 15. Alarm clustering result of 4 consecutive calls to WOAHC-L.

According to the experimental statistics, the number of alarms contained in each
cluster obtained by calling WOAHC-L four times is as follows. By analyzing the obtained
cluster center, we find that the tag field in the cluster center obtained by the first, second
and fourth calls to WOAHC-L is (null, 0), and the tag field in the cluster center obtained by
the third calls to WOAHC-L is (Generic, 1). In other words, these four calls to WOAHC-L
distinguish the generic attacks from the normal traffic in the original data set by clustering.
We add up the number of alarms generated by the first, second and fourth calls to WOA to
45,469, which is within the allowable range when compared with the number of normal
network traffic 44,387 in the table. The third call to the WOAHC-L cluster is 3819, which is
within an acceptable distance of the 4257 alarms for the generic attacks in the table. This
experiment proves that hierarchical clustering using WOAHC-L can well distinguish the
type of alarm.

After proving WOAHC-L’s excellent local and global search ability and clustering
ability, we next explore statistical analysis of WOAHC-L on time consumption and clus-
tering results. Based on the algorithm flow of WOAHC-L in Figure 12, when the number
of remaining alarms no longer meets the clustering threshold, the algorithm ends, and
the clustering result is output. Therefore, we constantly call WOAHC-L to obtain new
clustering until the condition of the algorithm ending is met. The experimental results are
shown in Figure 16.
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Figure 16. Time consuming and alarm clustering results versus the execution times of WOAHC-L.

As can be seen from Figure 16, as the number of algorithm executions increases, the
time of each algorithm execution gradually decreases, and the number of alarms contained
in the cluster obtained by each invocation of the algorithm also decreases. The reason is
obviously that every time the algorithm is called to obtain the cluster center, the alarms
belonging to the cluster in the alarm set are removed from the alarm set, so the next time
the algorithm is called, the alarm items scanned by the algorithm are fewer and fewer, and
the time and number of alarms are also reduced.

In order to verify the robustness of WOAHC-L, we conduct five experiments. In each
experiment, WOAHC-L is called several times to obtain multiple cluster centers, until the
amount of remaining data in the data set are less than the requirement of alarm clustering.

As can be seen from Table 5, except the first row, there are five rows in the table,
representing five experiments. Except the first column, from a total of 12 columns, the
top 11 columns represent each experiment that invokes the WOAHC-L to obtain cluster
center containing the number of alarms. What we need to pay attention to is that in the
table there are some gaps, such as the third line 10 columns; these blanks show that the
experiments, after several WOAHC-L calls, have met the conditions of the end of the
algorithm, such as the second experiment. We find that WOAHC-L is called eight times
and then stops executing. The last column of the table represents the total time of the
experiment. Compared with the five experiments, the average time and standard deviation
of the total time spent in our calculation algorithm are 58.7 s and 5.3, which are within
the allowable range of the experiment. In addition, we should also note that although the
number of cluster centers generated by each experiment is different (the five experiments
are 11, 8, 10, 10, and 9, respectively), as we mentioned before, cluster centers generated by
this kind of local clustering method will cause the problem of a too high coincidence degree
of cluster centers. However, we can study the experimental data in the first experiment of
two previous cluster centers containing the sum of the number of alarms for 33,303. For
the properties of alarm analysis, we find that they all belong to the normal network traffic,
so we can combine the two-cluster center as a cluster center, representing the clustering of
normal network traffic. Excluding the problem of clustering overlap, we have reason to
believe that the robustness of the algorithm is relatively excellent.

Meanwhile, in order to compare with other algorithms, we repeat the alarm clustering
algorithm mentioned in the references [45–47] and compare it with WOAHC-L. In order to
more intuitively feel the results of clustering, we use the number of alarms contained in
the cluster center as the Y axis to compare the four algorithms. Please note that it is not
accurate to rely only on the number of clusters contained in the cluster center to evaluate
the quality of the clustering results. The quality of the clustering results is also greatly
related to the distance between the alerts contained in the cluster center (called difference
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in some works), that is, the fitness function mentioned in the formula. The experimental
results are shown in Figure 17.

Table 5. The results of the number of alarms contained in the cluster and the number of algorithms calls in five experiments.

Time Rounds 1 2 3 4 5 6 7 8 9 10 11 Time Consuming

1 18,433 14,870 3219 6553 4170 745 421 921 31 29 51 66.3 s
2 38,923 4331 3490 993 671 210 78 32 52.0 s
3 36,544 4370 4921 2008 719 198 43 23 104 97 56.5 s
4 24,003 18,995 4109 529 899 32 390 241 45 122 55.3 s
5 15,023 30,901 2104 2233 920 320 429 290 102 63.4 s

Figure 17. Comparison of experimental results between WOAHC-L and Julisch’s method, SA
and GA.

As can be seen from Figure 17, compared with Julisch’s algorithm, SA and GA,
WOAHC-L can well jump out of the local optimum in the process of clustering search,
while other algorithms begin to converge at the beginning or middle of the iteration and
no longer search for a better cluster center. We need to emphasize that the purpose of this
experiment is to intuitively show that compared with the other three algorithms, WOAHC-
L can better jump out of the local optimal and achieve better results when carrying out
hierarchical clustering. A more detailed comparison of experimental results with other
algorithms is presented in the following experiments. We use the following formula to
calculate the values of these indicators.

Accuracy =
TP + TN

TP + FP + TN + FN
(14)

Precision =
TP

TP + FP
(15)

Recall =
TP

TP + FN
(16)

where TP represents the number of normal network traffic clustering to normal cluster,
TN represents the number of network attack clustering to attack cluster, FP represents the
number of network attack alarms incorrectly clustering to normal cluster, FN represents
the number of normal network traffic incorrectly clustering to the attack cluster. Accuracy
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represents the accuracy of the clustering; Precision represents how much of the data
clustered as normal traffic are really normal traffic; and Recall represents how much of the
normal traffic is correctly clustered.

Table 6 shows the comparison of various indicators of different algorithms. These
indicators have specific meanings, introduced in Table 1.

Table 6. A detailed comparison of experimental results between WOA and Julisch’s method, GA and SA.

Cluster
Numbers

Time
Consuming

Remaining
Alarms

Accuracy Precision Recall

Julisch’s
method 16 43.2 831.4 91.8% 97.6% 92.9%

GA-based 10 31.5 432.4 93.5% 97.1% 95.4%
SA-based 13 25.5 913.0 91.7% 96.7% 93.7%

WOAHC-L 10 68.3 322.5 95.2% 98.4% 96.1%

As can be seen from Table 6, WOAHC-L is obviously superior to other algorithms in
terms of the number of clustering, number of remaining alarms, accuracy, precision and
recall. It should be noted that recall refers to the rate of aggregation of false alarms, or
reduction in redundant alarms. However, WOAHC-L has obvious deficiencies in terms of
time consumption, which is caused by the multi-search agent mechanism of the WOA and
the calculation of the fitness value.

As the excellent performance of WOAHC-L in alarm reduction is proved by comparing
with other algorithms, we explore the stability of WOAHC-L in clustering and the rule
analysis of clustering results. In order to avoid the contingency of experimental results, we
conduct eight experiments, where each experiment performs several WOAHC-L times until
the number of remaining alarms no longer meets the clustering requirements. The results
of the experiment are shown in Figure 18. The X axis represents the number of cluster
centers, that is, the number of WOAHC-L calls, and the Y axis represents the number of
remaining alarms in the original alarm set.

According to Figure 18, we find that in the eight experiments, WOAHC-L generates
cluster centers with more alarms in the previous calls. According to the output of the code,
we can find that these cluster centers are all clusters related to redundant alarms, which is
consistent with our expected assumption: WOAHC-L first clusters redundant false alarms
that account for a higher proportion in the alarm data set, and then clusters the remaining
real alarms. We set the alarm number threshold of algorithm end condition as 500 and
observe that the times of calling WOAHC-L are different in the eight groups of experiments
(10, 6, 10, 7, 8, 6, 10, and 7, respectively). In Section 4.4, we explained the reason for this,
that is, there may be an overlap between the cluster centers generated by WOAHC-L, and
it is confirmed in our experiment.

Through a series of experiments above, we prove the superiority of WOAHC-L in
the process of alarm reduction, but its disadvantages are also exposed: the algorithm is
time consuming, the results obtained by multiple executions of the algorithm have certain
differences (also known as idempotency), and the high degree of overlap between some
cluster centers lead to an increase in algorithm calls. To solve this problem, we propose a
global clustering version of WOAHC, namely WOAHC-G, and explore the performance of
WOAHC-G in the following experiments.

As mentioned in Section 4.4, WOAHC-G only needs to be called once to obtain all the
cluster centers, provided that the number of cluster centers need to be specified, which is
a difficult problem. However, with the experimental results of WOAHC-L as a reference,
we can choose an appropriate number of cluster centers as a parameter. Here, we set the
number of cluster centers as eight, which is based on the above experimental results of
the comprehensive consideration. Meanwhile, our search agent code is 72 dimensions
(each cluster center contains nine attributes, a total of eight cluster centers). We still select
10 search agents to search for the cluster space. Other parameters of WOAHC-G are set as
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above, and the fitness function of the global version is selected, adding the influence of
clustering coincidence degree. Under the same data set configuration, we conduct eight
experiments and use a boxplot to represent the number of alarms in each cluster, as shown
in Figure 19.

 

Figure 18. Comparison of the final results of eight experiments.

In each boxplot in Figure 19, the blue line at the top represents the maximum, the blue
line at the bottom represents the minimum, the upper edge of the square represents the
upper quartile, the lower edge represents the lower quartile, the red line represents the
median, the green dot represents the average, and the white dots represent outliers. As
can be seen from Figure 19, when we fix the number of clustering as 8, the experimental
results generated by the eight experiments are basically not significantly different. As can
be seen from the number of alarms in cluster 1 to cluster 3, the global clustering version
using WOAHC-G can effectively eliminate the problem of excessive cluster repetition.
However, the problem of the global clustering version is that it is difficult to determine an
appropriate number of cluster centers. In this round of experiments, we set the number
of cluster centers to 8 according to the experience of WOAHC-L to eliminate the impact
of this problem. However, how to determine an appropriate number of cluster centers
requires further research and analysis in the future.

Finally, we discuss the time complexity of the proposed algorithm framework. It is
assumed that WOAHC eventually generates C clusters, with a total of M alarms to be
clustered, the maximum iteration time of the algorithm is T, there are N search agents
searching the solution set space at the same time, and each hierarchical tree has m nodes.
For WOAHC-L, the time complexity of calculating the fitness value is O(M + log2m), so
the total time complexity of the algorithm is O(C ∗ T ∗ N ∗ (M + log2m)). During our
experiment, N threads are used to search N search agents at the same time, so the time com-
plexity can be optimized to O(C ∗ T ∗ (M + log2m)). For WOAHC-G, the time complexity
of calculating the fitness value is O

(
log2m + M + C2), so the overall time complexity is

O
(
T ∗ N ∗ (log2m + M + C2)), and the time complexity after multithreading optimization

is O
(
T ∗ (log2m + M + C2)).
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Figure 19. Boxplots of the number of alarms in 8 clusters.

6. Conclusions and Future Work

In previous studies, in order to solve the problem of a large number of redundant
alarms generated by IDS, some scholars proposed the hierarchical alarm clustering al-
gorithm. With the development of the swarm intelligence optimization algorithm, the
WOA has been widely used to solve various optimization problems. In this paper, we
propose two new methods to solve the problem of alarm reduction by applying the WOA
to hierarchical clustering, namely WOAHC-L and WOAHC-G. Through experiments on
the UNSW-NB data set, we prove that WOAHC-L can solve the problems of the clustering
falling into the local optimum and the poor clustering quality well. Experimental results
show that WOAHC-L can achieve 95.2% clustering accuracy and reduce redundant alarms
by 96.1%. Compared with WOAHC-L, which generates more than 11 clusters, WOAHC-G
reduces the problem of clustering overlap by generating 8 accurate clusters.

Although our new method achieves good results in dealing with redundant alarms, it
still has some limitations. For example, WOAHC-L can solve the problem of premature
convergence in the clustering process well, but it is easy to produce an excessive number
of repeated clusters. WOAHC-G solves this problem well, but it requires the space size
of multiple orders of magnitude to encode the hierarchical tree. Meanwhile, WOAHC-G
requires a prior number of clusters to ensure that the clustering is not repeated, which will
make it difficult to deal with real network problems.

Future work will consider shifting the focus of work to the processing of security
events in the real network environment and studying how to adjust a more excellent
fitness function to obtain more accurate clustering. In addition, the adaptive setting of the
clustering number of WOAHC-G will also be a key point of future work.
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Abstract: When adopting cloud computing, cybersecurity needs to be applied to detect and protect
against malicious intruders to improve the organization’s capability against cyberattacks. Having
network intrusion detection with zero false alarm is a challenge. This is due to the asymmetry
between informative features and irrelevant and redundant features of the dataset. In this work, a
novel machine learning based hybrid intrusion detection system is proposed. It combined support
vector machine (SVM) and genetic algorithm (GA) methodologies with an innovative fitness function
developed to evaluate system accuracy. This system was examined using the CICIDS2017 dataset,
which contains normal and most up-to-date common attacks. Both algorithms, GA and SVM, were
executed in parallel to achieve two optimal objectives simultaneously: obtaining the best subset of
features with maximum accuracy. In this scenario, an SVM was employed using different values of
hyperparameters of the kernel function, gamma, and degree. The results were benchmarked with
KDD CUP 99 and NSL-KDD. The results showed that the proposed model remarkably outperformed
these benchmarks by up to 5.74%. This system will be effective in cloud computing, as it is expected
to provide a high level of symmetry between information security and detection of attacks and
malicious intrusion.

Keywords: intrusion detection system; genetic algorithm; support vector machine; machine learning;
fitness function

1. Introduction

Cloud computing is one of the latest service innovations in the field of IT. The primary
advantage of cloud computing is that it enables access without constraints of location and
time. Cloud computing supports mobile and collaborative applications/services, enables
the flexibility of controlling storage capacities, and provides lower costs. Moreover, cloud
services are multisource, permitting the end-users to use multiple service providers based
on their requirements. The use of cloud computing also reduces capital expenditures,
power usage, and physical space and maintenance requirements for on-site storage.

As cloud computing services become more and more common, a large number of
companies, banks, and governments have adopted this technology. This transition also
exposed these systems to many kinds of cyberattacks by hackers and intruders, warranting
robust security mechanisms. Many cloud service companies provide several security
services as applications. An example is the Amazon Web Services (AWS) store, which
provides services with limited validity and dates depending on the period of service license.

With increasing volumes of data, particularly important medical records, the need
for continuous backup and updates is evident. Healthcare data is confidential and is an
attractive target for hackers to manipulate or use for illegitimate purposes such as financial
gain or political motives [1]. Health data and medical records can include specific patient
history, information on prescriptive drugs and medical devices, and other confidential
patient information. The privacy of this information is of primary importance. Therefore,
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online attacks including identity theft should be avoided, as they lead to illegitimate access
to financial, social, and banking records [1].

When adopting cloud computing technologies, cybersecurity must be a priority aspect
for healthcare services because of the confidentiality of patient and operational data.
Existing intrusion detection systems (IDS) operate on the mechanism of signature or
anomaly detection. When the detection mechanism is not suitable, patient and operational
data may be stolen. Cybersecurity strategy helps to detect and protect against malicious
actors while helping to improve an organization’s defense against cyberattacks.

Existing studies in international hospitals have been limited to user awareness of the
importance of cybersecurity such as the use of strong passwords, deletion or filtration of
unwanted emails, data encryption, confidential treatment of credentials, careful access of
information, and swift reporting of any security breaches [2]. Intrusion detection systems
are also in place for health sectors, but their local infrastructure may not be free from
vulnerabilities. In contrast, the cloud provides a significantly useful and secure service to
manage the operations within hospitals or any other organization.

Sooner or later, all government IT operations are bound to be run on the cloud.
Currently, the Ministry of Health in Bahrain is switching its systems over to the cloud
environment [3]. The cloud provides specific types of security depending on the services
provided by the cloud service provider. In certain cases, highly confidential data cannot be
hosted on the cloud, while some operational data can be stored online. The data managed
on in-house servers must be protected at the same level of security when compared with
cloud security. This requires significant work to optimize cloud resource security, which
helps to build trust for deploying confidential and sensitive medical data on the cloud.

Several studies have been conducted on hybrid IDS applying different techniques,
some of which have proven to have high efficiency while others resulted in only acceptable
efficiency. In this research, the implementation of the hybrid IDS was developed by apply-
ing both improved genetic algorithm (GA) and support vector machine (SVM) techniques
to achieve the best possible results. The proposed system can be used to secure health data
in the cloud.

The dataset used in evaluating any IDS has a crucial role in identifying its effectiveness.
Therefore, a vast number of research studies have adopted the KDD CUP 99 dataset to
evaluate their systems. In this regard, a few examples include [4–7]. Another well-known
dataset used in this field is NSL-KDD, which was examined by [8–11]. These datasets are
relatively old and have a limited number of features, making them unreliable in simulating
current systems and environments.

This work is intended to be applied to cloud data for Bahrain hospitals, but because
of the difficulty in accessing their data to develop the intended system, a predefined
dataset that mimics the existing cloud data of hospitals, CICIDS2017, was used instead.
CICIDS2017 is one of the most recent datasets applied in machine learning applications.
The present study is significant because it aimed to:

1. Identify the set of optimal features in the new dataset CICIDS2017, which contains
normal and most up-to-date common attacks. This was done to find a set of selected
features that improved the performance of the detection mechanism.

2. Examine the effect of newly developed fitness functions on identifying intrusions.
The present study aimed to do this using a multifactor fitness function to measure the
performance of IDS.

3. Determine the best combination of parameter values for an SVM to produce the
maximum detection rate of intrusions within the CICIDS2017 dataset.

4. Conduct a comparative study between the CICIDS2017 dataset and the popular
KDD CUP 99 dataset. The outcome was used to generalize the efficiency of the
proposed system.

This system will be effective in cloud computing, as it is expected to provide a high
level of information security, which will protect data in the cloud environment against
several types of malicious attacks.
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The rest of this paper is organized as follows: Section 2 elaborates on the background
about IDS and related studies using GA and SVM. The proposed hybrid IDS is presented in
Section 3, and the proposed improved GA and SVM are explained thoroughly. Explanation
of the experiments and data processing along with the results are delineated in Section 4.
Finally, the conclusion and future work are the contents of Section 5.

2. Background and Literature Review

Intrusion detection systems (IDS) constitute a vital topic studied extensively by re-
searchers. The techniques applied to IDS are basically categorized into anomaly-based IDS,
signature-based IDS, and hybrid techniques. When manipulating huge amounts of data
related to IDS, the first step is dataset preprocessing. The main stage of preprocessing is
feature selection. Once features are selected, machine learning algorithms are applied to
classify the normal and abnormal behavior of intruders. In the following text, we high-
light the categories of IDS, followed by feature selection techniques, and afterwards, we
introduce the hybrid machine learning techniques used in the IDS in the present study.

2.1. Concepts of IDS and Related Work

An IDS is a system that monitors all outgoing and incoming requests in cloud com-
puting to detect any abnormal or normal activity and is a method of detecting anomalies
and misuse intrusion.

Infiltration and intrusions are the main problems in the network and cloud computing,
as all services are provided over the internet and are susceptible to cyberattacks. IDS
software should be scalable, dynamic, and self-adaptive, with high efficiency to use. The
intrusion detection process is divided into three steps [12]:

• collecting data from the monitored systems;
• analyzing the collected data to classify it as normal or intrusion;
• alerting the admin about the possibility of intrusion to the concerned system so that

they can take necessary action to prevent intrusion and protect the system.

2.1.1. Anomaly-Based IDS

Anomaly-based IDS detect misuse in the cloud environment or penetrations and
classify them into normal and abnormal user behavior through a system that collects all the
information on normal user behavior or action over a period of time. Then, a statistical test
is performed to check whether a suspected behavior is linked to a normal user’s behavior
or not. Figure 1 presents the general architecture of anomaly-based IDS. The difficulty in
maintaining this type of IDS is that it cannot be updated without losing the data that the
previous system was trained on. Also, the accuracy of identification is low, which gives
a high number of false positives for this type of system. Anomaly-based IDS has been
addressed by several researchers as follows.
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Figure 1. Anomaly-based IDS architecture [13].

Aljawarneh et al. [14] proposed an IDS based on anomaly detection using feature
selection, which resulted in an efficient hybrid model. This new hybrid model was useful
in estimating intrusions based on network activity and transaction of optimal data options
that were available for training. More optimizing techniques were required to create a
better IDS model that has a better accuracy rate.

In reference [15], a web application profile was developed by learning constants (e.g.,
to log in, the value for the user should be the same as the value when logging in). To verify
whether the constants were violated, the source code was used. If a static element violation
was observed, an anomaly was entered.

In reference [16], an anomaly-based IDS was developed by analyzing the workflow of
all web sessions. It consisted of small business groups of data objects. These groups were
used and applied to typical data access sequences for the workflow processes. The authors
used a hidden Markov model (HMM) application. The results showed that this approach
could detect anomalous web sessions and lent evidence to suggest that the clustering
approach could achieve relatively low FPR while maintaining its detection accuracy.

Le et al. [17] developed the double-guard framework, which tested both database and
web server logs to detect attacks that leaked information. They reported a 0.6% FP rate for
dynamic webpages and a 0% FP rate for static webpages.

Nascimento and Correia [18] studied an IDS in which they collected the dataset from
a scale web app and trained the dataset. They considered “GET” requests and did not
consider “POST” types of requests or response pages. They took logs from the T-Shark tool
and converted them to a common format. The filtered data was created by accessing the
subapplications. They used nine detection models.

Ariu [19] developed a host-based IDS to protect web applications from attacks by
using HMMs. This system was used to model a series of attributes and values received by
a web app. To calculate the different parameters and values, they used several HMMs and
combined them to arrive at a specific demand on the probability that was generated from
the training dataset.

In reference [20], a firewall was developed as a web application to detect any anoma-
lous request and capture the behavior through an “XML” file that defined the required
attributes of parameter values. Input values that deviated from the profile were considered
attacks. However, this approach produced FP warnings because it did not consider the
path information and page to be more accurate.
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2.1.2. Signature-Based IDS

In signature-based IDS, known threats previously discovered and identified from
the system help to identify threats in the future. This technique is used to compare the
incoming network pattern. An intrusion is detected when the incoming network pattern
matches the signature. The advantage of this type of detection method is that it is easy
to develop and understand by knowing the network behavior signatures. This technique
has very high accuracy and a minimum number of false positives in detecting known
attacks. Also, it can add new signatures into the database without changing or modifying
existing ones.

The main drawback issue of this IDS technique is that these types of intrusion detecting
systems are not able to detect new types of attacks or unknown attacks; a slight change
in the pattern or slight variation can fool it. Figure 2 presents the general architecture of
signature-based IDS. A few examples of related work that applied signature-based IDS are
listed here.

Figure 2. Signature-based IDS architecture [13].

Saraniya [21] developed a network intrusion detection system (NIDS) to secure the
network using a signature-based IDS algorithm. It succeeded in capturing packets sent
across the entire network using mixed mode and comparing traffic to designer attack
signatures. It secured the network and reduced the memory space in the environment.
Signature-based IDS are not able to detect emerging and unknown attacks because the
signature database must be manually reviewed for every new type of intrusion discovered.

Gao and Morris [22] presented a study on cyberattacks and signature-based IDS for
MODBUS based industrial control systems. The rules described were designed to detect
the attacks described earlier. The rules were divided into two types: independent and state-
based rules. Independent rules were those that analyzed one MODBUS packet, looking for
a specific signature match. Standalone rules were those that were enforced with the Snort
intrusion detection tool.

Uddin et al. [23] proposed a signature-based distributed IDS using a mobile agent, to
transfer the signature database from a large complementary database to a small signature
database, then update the databases regularly as new signatures are discovered. The results
of the proposed model indicated that IDS worked better than regular systems that used
only one database of chain signatures.

Kumar and Gobil [24] implemented a signature-based IDS. They used three tools to
develop this IDS system: SNORT, BASE, and TCP REPLAY. This system could detect and
analyze intrusions in the network traffic in real time.
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The main characteristics and limitations of anomaly-based, signature-based, and
hybrid IDS are listed in Table 1.

Table 1. Summary of intrusion detection techniques [17].

Anomaly-Based IDS

Characteristics Limitations

This technique can detect unknown attacks.
Low rate of false alarm for unknown attacks.
For IDS, collects the behavior of the network
for statistics on testing and performance.

This technique is time-consuming.
It needs many features to detect

attacks correctly.

Signature-Based IDS

Characteristics Limitations

The detection rate of this technique is very
high for known previous attacks.
This technique detects attacks by matching
detected packet patterns with previously
acquired patterns.

Very high rate of false alarm for
unknown attacks.

Cannot detect a variant of a known attack or
new attacks.

Hybrid Techniques for IDS

Characteristic Limitation

It is a combination of two or more techniques.
Detection accuracy is very high. Computational cost is very high.

2.2. Feature Selection

The continuous increase in the volume of data makes real-time intrusion detection a
difficult task. Feature selection (FS) is a technique used to reduce computation complexity
by selecting the relevant features and eliminating many redundant and needless features
from the data to produce effective learning model [25,26].

When dimensionality of a feature is high, the selection of meaningful features becomes
a difficult challenge. Bioinspired metaheuristic algorithms are efficient in addressing such
challenges. They provide high-quality solutions in a reasonable time and within affordable
resources. Moreover, they decrease the computational complexity of classification and
improve its accuracy [27].

Intelligent IDS work by collecting and analyzing large amounts of data from several
areas. These data contain various redundant and irrelevant features, which results in
increased overfitting and processing time and reduced detection rate. Therefore, feature
selection needs to be applied as a preprocessing step to improve system performance and
accuracy while reducing the dataset size [28].

Different approaches have been developed by researchers to reduce the number of
features while implementing IDS. In reference [29], a genetic algorithm was applied to
select the optimal set of features from KDD CUP 99 and UNSW-NB15. The authors applied
a new fitness function, which was composed of TPR, FPR, and the number of selected
features, with specific weights given for each factor. The selected features were then
passed to the classification stage, at which SVM was applied. The number of optimized
features ranged between 7 and 10 for different types of attacks. The maximum accuracy of
classification of normal traffic was 99.05%, while the accuracy of classification ranged from
98.25% for R2L to 100% for U2R.

Parimala and Kayalvizhi [30] developed a two-stage feature selection as a prestage
for an IDS that provided secure communication in a wireless environment. The first stage
applied a conditional random field (CRF) for the initial selection of features. In the second
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stage, spider monkey optimization (SMO) was applied to the selected feature to identify
the most useful features from the dataset. This model was applied to the NSL-KDD dataset,
which is a wireless dataset that has 41 features. This model extracted 16 features. The
authors did not provide exact figures of achieved accuracy, but the results outperformed
four existing works according to their experiments.

By using the same dataset, NSL-KDD, Reference [31] examined the performance of
four feature selection methods: information gain, gain ratio, chi squared, and relief. Their
performance was analyzed by applying them on four machine learning algorithms: J48,
random forest, naïve Bayes, and k-nearest neighbor (KNN). The obtained results showed
that feature selection greatly improved the performance of the IDS but had a slightly
negative effect on accuracy.

In addition to information gain and chi squared, Reference [32] applied correlation-
based feature selection. These selection methods were applied to the NSL-KDD dataset.
The decision tree classifier was the ML algorithm adopted in their IDS model. Initially,
the dataset consisted of 41 features. During the preprocessing stage, the nonnumeric data
was converted to numeric data, producing a total of 122 features. Their proposed methods
selected 20 optimal features out of these 122. The maximum accuracy obtained was 81%.

Reference [33] developed a cloud IDS (CIDS) that started by feature selection. They
used an efficient correlation-based feature selection approach, which extended correlation-
based feature selection and mutual information feature selection. The feature selection
process consisted of two stages. The first stage was used to recognize important features,
so it reduced the dimensionality of the dataset. This was achieved by reducing the pairwise
calculations of the correlation between features. To distinguish all different classes, this
method was combined with the LIBSVM classifier. In the second stage, features were
selected such that they were highly relevant to a given class c but not relevant to the
selected features. This approach was applied to both the KDD CUP 99 and NSL-KDD
datasets. The proposed method enhanced the time required to obtain the optimum set of
features and reduced the number of selected features to 10.

Reference [26] proposed a hybrid IDS that consisted of feature selection, density-based
spatial clustering of application with noise (DBSCAN), K-Mean++ clustering, and SMO
classification. The feature selection adopted to be applied on the KDDCUP 99 dataset was
a genetic algorithm that selected 13 features for further processing. The average accuracy
achieved in this model was 96.92%.

The feature selection model implemented by [28] consisted of two parts. The first part
was the attribute evaluator, which evaluated each attribute separately. The second part
was the search method, in which different combinations were tried to obtain the selected
list of features. This model was applied to the NSL-KDD dataset. Feature selection was
performed on three classes: all attack types (23 types), main attack types (5 types), and
two attack types (normal and abnormal). This approach was then examined using three
classification models: random forest, J48, and naïve Bayes. The results obtained for the
two-attacks type ranged from 98.69 to 99.41%.

2.3. Hybrid Intrusion Detection System Based on Machine Learning

Researchers have implemented IDS using several ML techniques, among other tech-
niques. To focus, the discussion in this section is limited to two ML techniques: the
genetic algorithm (GA) and support vector machine (SVM). Before presenting related work
conducted using GA and SVM, it is worth shedding some light on these techniques.

2.3.1. Genetic Algorithm Overview

Genetic algorithms (GA) constitute a family of mathematical models that operate
on the principles of selection and natural evolution. This heuristic is routinely used to
generate useful solutions to optimization and search problems. Genetic algorithms work by
transforming selected problems using chromosome-like data and developing chromosomes
using selection factors, recombination, and mutations.
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The genetic algorithm process usually begins with a random set of chromosomes.
These chromosomes are representations of a problem that must be solved. Depending on
the attributes of a problem, the positions of each chromosome are encoded in numbers,
letters, or bits. These positions are referred to as genes and are randomly changed within
a range during development. The set of chromosomes during the evolution stage is
called a population. The evaluation function is used to calculate the GOODNESS of each
chromosome. There are two primary factors during the evaluation. Crossover is used to
simulate the transformation and the natural reproduction of the species. Chromosomal
selection for survival and synthesis is biased towards the fittest chromosomes. Genetic
algorithms can model virtually any type of constraint in the form of partial functions or by
using different chromosome coding schemes specifically designed for a specific problem.
Figure 3 shows the structure of a simple genetic algorithm.

Figure 3. Structure of a genetic algorithm.

Since GAs are best used for optimization, they can be used to generate the best rules
for a network connection that can be used to classify the network behavior as intrusive or
normal. In addition, GAs can be used to select the optimal set of features from a dataset
that can be used in the process of intrusion detection. They can also be used in computer
security applications to find optimal solutions to specific problems.

2.3.2. SVM-Based IDS and Related Work

The support vector machine is a machine learning technique known as the best
learning algorithm for classification. It is one of the most popular supervised ML algo-
rithms [4,34]. The SVM is a type of pattern classification and regression with a variety of
kernel functions. It has been applied to several pattern recognition applications. SVMs
have been used mainly for binary classification. The idea is to find a line or hyperplane
that separates two classes such that it is as far as possible from the closest instances of
each class. Instances of different groups are separated by an area called the margin. The
closest instances to the hyperplane are called support vectors. It is required to have the
margin as big as possible; this is important to enhance the efficiency of the classification of
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newly added instances. The boundary function of the largest margin can be computed as
follows [35]:

Minimize W (α)
1
2

N

∑
i=1

N

∑
j=1

XI XJαIαJk
(
yi, yj

)− N

∑
i=1

αi

where α is a vector of N variables, C is the soft margin parameter, C > 0, and k (yi, yj)
represents the kernel function of SVMs. Kernel functions are used in SVMs to classify
instances of the dataset into different categories. Four main types of kernel functions are
listed here [35]:

1. linear kernel: k (yi, yj) = yT
i . yj;

2. polynomial kernel: k (yi, yj) = (γ yT
i . yj + r)d, γ > 0;

3. radial basis function (RBF) kernel: k (yi, yj) = exp(−γ|| yi, yj
2 ||), γ > 0;

4. sigmoid kernel: yi, yj = tanh (γ yT
i . yj + r)

where γ, r and d are kernel parameters. The concepts of the margin, separation
hyperplane, and support vector are illustrated in Figure 4.

Figure 4. Classical example of SVM linear classifier [4].

This algorithm has been applied in information security to detect intrusion. The main
advantage of using a support vector machine for an IDS is its speed as a capability of
detecting intrusion in real time. SVMs have become a popular technique for detecting
anomalous intrusion because of their good circular nature and their ability to overcome
the curse of dimensionality. They are also useful for finding global minimum actual risk
using structural risk reduction, because they can generalize well with kernel tricks even in
high-dimensional spaces under small-training-sample conditions.

The support vector machine can determine the appropriate setting parameters because
it does not depend on traditional experimental risks such as neural networks and can learn
a wide range of patterns that can expand. Support vector machines can also dynamically
update training patterns whenever there is a new pattern during classification. Several
researchers have applied SVMs as part of intrusion detection, as discussed below.

2.3.3. Related Work on Existing Hybrid IDS Using GA and SVM

A set of research works have adopted GA as a base for IDS, while others have adopted
SVM. GA has been applied in IDS by several researchers, as follows. Neha Rai and Khushbu
Rai [36] proposed an intrusion detection system using genetic algorithm techniques. To
create a new population, they used rank selection for selection, single point for crossover,
and bitwise for mutation. Reference [34] proposed an intrusion alarm based on a genetic
algorithm and support vector machine. In the GA part, an accuracy fitness function was
applied, and to create a new population, tournament selection in the selection part, two-
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point crossover, and simple mutation in the reproduction part were used. Ojugo et al. [37]
proposed a genetic algorithm rule-based IDS. In this system, they applied the confidence
fitness function, and to create a new population, they used tournament selection and
two-point crossover. Bhattacharjee et al. [38] proposed an IDS using a vectorized fitness
function in a genetic algorithm and used uniform crossover. Prakash et al. [39] built an
effective IDS using GA-based feature selection. They applied an accuracy fitness function,
and to create a new population, they used tournament selection and uniform crossover.
Reference [40] proposed a GA-based approach to NIDS. In this system, a confidence fitness
function was applied, and to create a new population, two-point crossover was used.
Pawar and Bichkar [41] proposed a NIDS using GA with VLC; to create a new population,
they used single-point crossover.

Moukhafi et al. [4] proposed a new method of IDS that used an SVM optimized by
a GA to improve the efficiency of detecting unknown and known attacks. They used the
particle swarm optimization algorithm to select influential features. The detection rate (DR)
achieved was 96.38% when applied to 10% of the KDD CUP 99 dataset. The small size of
the dataset facilitated the process of the GA–SVM classifier.

Another hybrid IDS was developed in [5]. It used kernel principal component analysis
(KPCA), an SVM, and a GA. The kernel function of the SVM was RBF modified to include
additional two parameters to obtain better feature values. These parameters were the mean
value and the mean square difference values of feature attributes. The chromosome of
the GA had three representations. The KDD CUP 99 dataset was used. The DR produced
was 95.26%.

Al-Yaseen et al. [6] developed a hybrid IDS which uses K-means, SVM, and ELM. The
focus in this work lay on building a training set with high quality that required little time
for classification by using K-means. The KDD CUP 99 dataset was used. The DR produced
was 95.17%.

Feng et al. [7] developed a hybrid IDS that used an SVM and an ant colony network.
The hybrid system benefited from the high classification rate and runtime efficiency pro-
duced from the combination of these two algorithms. They used the KDD CUP 99 dataset
and managed to achieve a DR of 94.86%.

Tao et al. [34] proposed an improved intrusion detection algorithm based on the GA
and SVM methods. This paper proposed an alarm intrusion detection algorithm. Feature
selection and weight and parameter optimization of the support vector machine were
based on the genetic algorithm. The simulations and experimental results showed that
the intrusion detection technology based on the “GA and SVM” proposed increased the
intrusion DR, the Accuracy Rate, and the TPR while reducing the FPR. SVM training time
was also reduced.

Agarwal and Mittal [42] proposed a hybrid approach for the detection of anomaly
network traffic using data mining techniques. In this hybrid model, they applied entropy
of network and SVM techniques. This hybrid method worked well and gave high accuracy
for the detection of attack traffic with few false alarms. This method was not dynamic and
did not detect or decide whether there was an attack.

Serpen and Aghaei [43] proposed a host-based misuse IDS using PCA feature extrac-
tion and a KNN classification algorithm. This system used basic analysis Eigen traces to
extract data of the OS for a “trace data and k-nearest neighbor” algorithm for classification.
This design exhibited very high performance and the ability to detect intrusion and attack
plus the type of intrusion. This system worked on the Linux OS only.

Praveen et al. [44] proposed a hybrid IDS algorithm for private cloud services. They
applied anomaly intrusion and misuse intrusion, and they used the NET framework as
a front end and a SQL server as a back end to implement the algorithm. They conducted
an overall study to build a hybrid IDS that would help to detect all types of intrusion in
the cloud environment. According to the authors, the major characteristics that a hybrid
IDS must have are a dynamic nature, self-adaptiveness, and scalability by the OS in the
network and host.
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3. The Proposed Hybrid IDS

The proposed hybrid IDS is a combination of two machine learning techniques, the
GA and SVM, in which the GA is used for feature selection, which is considered as an
optimization problem. Since the used dataset consisted of 79 features, and some of these
featured had little to no effect on the identification of intrusion, a GA is applied to select the
optimum number of features to maintain the high performance of IDS while reducing the
overhead of the classification process. On the other hand, an SVM is applied to perform the
actual classification of network data into normal and abnormal behaviors. However, before
applying the algorithm to the dataset, it needs to be preprocessed so that the algorithm
works smoothly on clean and consistent data. The preprocessing is explained in the
following subsection.

3.1. Data Preparation

As mentioned in section one, one of the objectives of this work was to examine the
proposed IDS on a recent dataset rather than the commonly used old dataset, KDD CUP
99. The dataset used in this work was the Intrusion Detection Evaluation Dataset [45].
Data covering only 5 days between 3 July 2017 and 7 July 2017 were used in this study.
This data contained benign traffic and a limited number of several types of attacks such as
brute-force FTP, brute-force SSH, SQL injection attack, and cross-site scripting. The dataset
was known as CICIDS2017 and consisted of 170 K records and 79 features.

The first stage of preparation was to clean the data. Cleaning was done in terms of
unifying the data type to integers, since some numerical values were entered as “infinity”.
Second, the missing values were replaced with zeros. Third, two columns were eliminated,
as they were dramatically corrupted, causing the algorithm to fail. These columns were
Fwd_Packets_s and Bwd_Packets_s. Fourth, the data was scaled, as some columns had
one-figure values, while others had up to six-figure values. Scaling was performed using
the sklearn function StandardScaler, which normalizes data according to the formula:

z = x − mean
standard deviation

The remaining features are listed in Table 2.

Table 2. Features of the CICIDS2017 dataset [45].

No. Feature Name No. Feature Name No. Feature Name

1 Destination_Port 27 Bwd_IAT_Max 53 Avg_Bv/d_Segment_Size

2 Flow_Duration 28 Bwd_IAT_Min 54 Fwd_Header_Length

3 Total_Fwd_Packets 29 Fwd_PSH_Flags 55 Fwd_Avg_Bytes_Bulk

4 Total_Backward_Packets 30 Bwd_PSH_Flags 56 Fwd_Avg_Packets_Bulk

5 Total_Length_of_Fwd_Packets 31 Fv/d_URG_Flags 57 Fwd_Avg_Bulk_Rate

6 Total_Length_of_Bwd_Packets 32 Bwd_URG_Flags 58 Bwd_Avg_Bytes_Bulk

7 Fwd_Packet_Length_Max 33 Fwd_Header_Length 59 Bwd_Avg_Packets_Bulk

8 Fwd_Packet_Length_Min 34 Bwd_Header_Length 60 Bv/d_Avg_Bulk_Rate

9 Fwd_Packet_Length_Mean 35 Fv/d_Packets_s 61 Subflow_Fwd_Packets

10 Fwd_Packet_Length_Std 36 Bwd_Packets_s 62 Subflow_Fv/d_Bytes

11 Bwd_Packet_Length_Max 37 Min_Packet_Length 63 Subflow_Bv/d_Packets

12 Bwd_Packet_Length_Min 38 Max_Packet_Length 64 Subflow_Bv/d_Bytes

13 Bwd_Packet_Length_Mean 39 Packet_Length_Mean 65 Init_Win_bytes_forward

14 Bwd_Packet_Length_Std 40 Packet_Length_Std 66 Init_Win_bytes_backward

15 Flow_IAT_Mean 41 Packet_Length_Variance 67 act_data_pkt_fwd

16 Flow_IAT_Std 42 FIN_Flag_Count 68 min_seg_size_forward
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Table 2. Cont.

No. Feature Name No. Feature Name No. Feature Name

17 Flow_IAT_Max 43 SYN_Flag_Count 69 Active_Mean

18 Flow_IAT_Min 44 RST_Flag_Count 70 Active_Std

19 Fwd_IAT_Total 45 PSH_Flag_Count 71 Active_Max

20 Fwd_IAT_Mean 46 ACK_Flag_Count 72 Active_Min

21 Fwd_lATStd 47 URG_Flag_Count 73 Idle_Mean

22 Fwd_IAT_Max 48 CWE_Flag_Count 74 Idle_Std

23 Fwd_IAT_Min 49 ECE_Flag_Count 75 Idle_Max

24 Bwd_1_AT_Total 50 Down_Up_Ratio 76 Idle_Min

25 Bwd_IAT_Mean 51 Average_Packet_Size 77 Label

26 Bwd_lATStd 52 Avg_Fv/d_Segment_Size

The second dataset used in this work was KDD CUP 99, which was used to benchmark
the performance of the proposed system. The dataset consisted of only 42 features, which
are listed in Table 3.

Table 3. Features of the KDD CUP 99 dataset [46].

No. Feature Name No. Feature Name

1 duration 22 is_guest_login

2 protocol_type 23 count

3 service 24 srv_count

4 flag 25 serror_rate

5 src_bytes 26 srv_serror_rate

6 dst_bytes 27 rerror_rate

7 land 28 srv_rerror_rate

8 wrong_fragment 29 same_srv_rate

9 urgent 30 diff_srv_rate

10 hot 31 srv_diff_host_rate

11 num_failed_logins 32 dst_host_count

12 logged_in 33 dst_host_srv_count

13 Inum_compromised 34 dst_host_same_srv_rate

14 Iroot_shell 35 dst_host_diff_srv_rate

15 Isu_attempted 36 dst_host_same_src_port_rate

16 Inum_root 37 dst_host_srv_diff_host_rate

17 Inum_file_creations 38 dst_host_serror_rate

18 Inum_shells 39 dst_host_srv_serror_rate

19 Inum_access_files 40 dst_host_rerror_rate

20 Inum_outbound_cmds 41 dst_host_srv_rerror_rate

21 is_host_login 42 label

3.2. Genetic Algorithm (GA)

As aforementioned, GAs constitute a family of mathematical models that operate on
the principles of selection and natural evolution. GAs have multiple parameters, each of
which can be implemented in several methods. GAs represent one of the best techniques for
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optimization problems and feature selection. The following is a description of GA operators:
initial population creation, crossover, mutation, and the proposed fitness function, which
was used in the feature selection stage. These operators are summarized in Algorithm 1.

Algorithm 1: GA process

1: Create randomly first generation.
2: Evaluate fitness of each chromosome in the first generation.
3: Loop

4: Create next generation following these steps:
5: selection;
6: crossover;
7: mutation.
8: Until stop criteria is met.
9: The result is the best chromosome’s content of the last generation.

3.2.1. Initial Population

The dataset utilized in this work consisted of 78 features, which was a relatively high
number and could affect the quality of the output. Therefore, among these 78, the GA
chose 25 features randomly to start the initial population. Knowing that the GA was tested
with different numbers of features, from 10 to 25, the results were close, and the training
and testing times of the data were adequate. After experimenting with 30 to 40 of the
selected features, a decrease in the performance of the system was observed, as the accuracy
percentage decreased and the times for training and testing data increased.

3.2.2. Crossover

The second operator of the GA is crossover, which was applied with a probability of
90%. In the crossover, we used single-point crossover, since it has frequently been used
by other researchers. The single point was selected randomly such that it was within the
first half of the chromosome length. Then the content of the chromosome to the left of the
crosspoint was copied, as was the similar position in the offspring, while the content to the
right of the crosspoint was switched between parent 1 and parent 2 to produce offspring 1
and offspring 2, respectively, as shown in Figure 5.

Figure 5. Crossover operation and its effects in generation of offspring.

3.2.3. Mutation

To avoid local convergence, mutation is performed with a very small probability,
which was 1% in the present work. In mutation, one gene is selected randomly from the
newly generated offspring and replaced with one from the search space, which in the
present study was one of the 77 features. During replacement, a check is made to make sure
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that the newly added gene is not duplicated in the offspring. This is to avoid redundancy
of features. An example of the mutation process is illustrated in Figure 6.

Figure 6. Mutation operation and its effects in generation of offspring.

3.2.4. Improved Fitness Function

The accuracy of classifying the test dataset was used to assess chromosome quality.
The fitness function was represented in terms of accuracy. Accuracy is the percentage of
the sum of true positive (TP) and true negative (TN) results divided by the sum of true
positive (TP), true negative (TN), false negative (FN), and false positive (FP) results. It has
been adopted by several researchers as a fitness function (as mentioned in the previous
section) to evaluate GA performance. Accuracy was calculated per the following formula:

Accuracy =
TP + TN

TP + FN + FP + TN
, (1)

Accuracy cannot be considered a sole metric with which to evaluate a system, since
it is not an accurate measure if the dataset is not balanced (both negative and positive
classes have a different number of data instances). Hence, the proposed fitness function to
be considered in this work was developed using several measures. These measures were
F1-score, accuracy, and false positive rate (FPR). F1-score is a metric that considers both
precision and recall and is defined as follows:

F1 score =
2 × Precision × Recall

Precision + Recall
(2)

where precision is the fraction of true positive results among all retrieved results and
calculated as follows:

Precision =
TP

TP + FP
(3)

On the other hand, recall, or true positive rate (TPR), is the fraction of true positive
results among all true positive samples in the dataset and calculated as follows:

Recall(true positive rate) =
TP

TP + FN
(4)

The proposed fitness function combined these three metrics in the following formula
with different weights for each metric:

f itness = α F1score + β × accuracy + γ × TPR (5)

where α, β, and γ are weighting factors that sum to 1. Since F1-score provides high
indication to the results, it was assigned the highest value, 0.6, while both accuracy and
TPR were considered as secondary measures and assigned 0.2 for each. The optimal value
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of the fitness function can be obtained through examining all possible combinations of
weighting factors, which sum up to 66 possible combinations.

3.2.5. Stopping Criteria

The process of the GA is repetitive. For each iteration, there is a generation, which
consists of a set of chromosomes that represent a solution. The maximum number of
iterations was set to 100. Therefore, the stopping criteria were either the GA running
for 100 iterations or a lack of improvement in the solution obtained. Improvement was
measured in terms of the fitness function defined above, so the stopping criterion was
a lack of improvement in the obtained accuracy. To define the improvement, we used a
threshold. If the difference of accuracy between two consecutive generations was less than
the threshold, then the process stopped. The threshold for this system was set to be 0.05.

3.3. Support Vector Machine (SVM)

The support vector machine (SVM) is one of the best machine learning algorithms
used for binary classification. IDS can be viewed as binary classification, since transactions
are classified as either normal or intrusions regardless of the type of attack.

This work adopted an SVM because of the following advantages. SVMs are highly
effective in high-dimensional spaces such as the case we studied here. Even if the number
of dimensions is greater than the number of samples, an SVM still produces effective results.
SVMs are memory efficient, because in the decision function, they use a subset of training
points. SVMs are also versatile, as the decision function can be specified using different
kernel functions [27].

3.4. Integration between GA and SVM

The process starts by applying a genetic algorithm to select the needed number of
features. At this stage, the preprocessed data (explained later in Section 4.1) is fed into
the proposed GA to extract the proper set of features, since the original data consist of a
high-dimensional feature set with 77 features, out of which the best features are extracted.
In the next stage, the dataset of these features is divided into training and testing sets.
After that, a support vector machine is applied to the training set, and then the fitness
is calculated. If the fitness is not accepted, the SVM parameters are changed, and SVM
is applied again on the training set to calculate the new accuracy. What is meant by not
accepted is that the accuracy is less than the threshold. For this work, the threshold was
set to the minimum accuracy achieved by other researchers, which was 94.86% [7]. If
the results are accepted, they are saved for future comparison with results obtained from
other iterations of different feature selections. The next step is to check the total number of
iterations; if it is greater than the threshold, then these results, along with the parameters
that led to these results, are stored, and the process stops. If the iterations are less than
the threshold, the process loops again to the first step. Figure 7 shows the flowchart
of the proposed hybrid IDS. In the present work, the GA at the first stage was run for
100 generations. At each generation, a collection of features was examined using the fitness
function on that sample. The proposed Hybrid IDS algorithm is presented in Algorithm 2:

Algorithm 2: Hybrid IDS using GA and SVM.

1: Apply Algorithm 1 to select features.
2: loop

3: Create initial generation.
4: for i=1 to n /*n is the number of folds*/
5: Select 1/n of the population as a test set and (n−1)/n for training.
6: Apply SVM to the current training set with specific hyperparameters.
7: Evaluate the performance of the results using the fitness function.
8: end for
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Algorithm 2: Cont.

9: performance of the current generation= average score of the results of n folds
10: Save the results of step 6.
11: until the stop criteria are met.
12: Display the best result, along with the hyperparameters for the SVM that produced it.

Figure 7. Flowchart of the proposed hybrid IDS.

4. Implementation and Results

This section explains the implementation process. It starts with data preparation, then
explains the measures used to evaluate the system performance. Finally, it discusses the
obtained results and how they were evaluated using different metrics so they could be
compared with existing techniques.
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4.1. Experiments Procedure and Results

The conducted experiments had two folds. The first was to find the optimal set of
features, while the second was to identify the set of parameters values for the SVM that
produce the maximum performance in terms of the proposed fitness function. For the
first fold, the GA started with a chromosome length equal to 10, which represents the
number of features. For the second fold, the SVA was applied to these 10 features with
different parameter values, which are listed in Table 4. The SVA has three basic parameters:
kernel, gamma, and degree. The kernel functions used in this work were linear, polynomial,
RBF and sigmoid. For linear, the degree is useless, but degree affects the results when
the kernel function is polynomial. The final parameter of the SVM that was applied in
the present experiment is gamma. It can be either Scale or Auto. The experiment was
conducted using 12 different combinations of these parameters, as illustrated in Table 5.
For each combination, the GA was executed with a different set of features for a maximum
predefined number of generations. The best result of the last generation was considered in
this study. The results of this experiment are shown in Table 5. The same type of experiment
was conducted for chromosome lengths of 15, 20, 25, 30, 35, and 40, producing the results
listed in Tables 6–11. Beyond 40 features, the system experienced unacceptable slowness;
hence, these results were not considered in the analysis.

Table 4. List of SVM parameters.

Kernel Gamma Degree

Linear Scale
AUTO 3

Poly Scale
AUTO 1, 2, 3

RBF Scale
AUTO 3

Sigmoid Scale
AUTO 3

Table 5. Results of 12 experiments on the proposed hybrid IDS using 10 features and different
SVM parameters.

SVM Parameters Fitness Value

svclassifier = SVC (kemel = ‘linear’, gamma = ‘scale’, degree = 3) 0.994302

svclassifier = SVC (kernel = ‘linear’, gamma = ‘auto’, degree = 3) 0.994302

svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = l) 0.994302

svclassifier = SVC (kemel = ‘poly’, gamma = ‘scale’, degree = 2) 0.994542

svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = 3) 0.994542

svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = l) 0.994302

svclassifier = SVC (kemel = ‘poly’, gamma = ‘auto’, degree = 2) 0.994583

svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = 3) 0.994542

svclassifier = SVC (kernel = ‘rbf’, gamma = ‘scale’, degree = 3) 0.994624

svclassifier = SVC (kernel = ‘rbf’, gamma = ‘auto’, degree = 3) 0.994624

svclassifier = SVC (kemel = ‘sigmoid’, gamma = ‘scale’, degree = 3) 0.991761

svclassifier = SVC (kemel = ‘sigmoid’, gamma = ‘auto’, degree = 3) 0.991947

Average 0.994031

Names of the selected features: Total Backward Packets, Bwd Packet Length Std, Fwd IAT Total, Bwd IAT Mean,
Fwd Header Length, URG Flag Count, CWE Flag, Count, Fwd Avg Packets Bulk, Subflow Fwd Bytes, Active Max.
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Table 6. Results of 12 experiments on the proposed hybrid IDS using 15 features and different
SVM parameters.

15 Features

SVM Parameters Fitness Value

svclassifier = SVC (kernel = ‘linear’, gamma = ‘scale’, degree = 3) 0.994562

svclassifier = SVQ (kernel = ‘linear’, gamma = ‘auto’, degree = 3) 0.994562

svdassifler = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = l) 0.994281

svdasslfter = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = 2) 0.994583

svclassifier = SVC (kernel = ’poly’, gamma = ‘scale’, degree = 3) 0.994583

svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = l) 0.994302

svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = 2) 0.994583

svdassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = 3) 0.994583

svdassifier = SVC (kernel = ’rbf’, gamma = ‘scale’, degree = 3) 0.994604

svdassifier = SVC (kernek = ‘rbf’, gamma = ‘auto’, degree = 3) 0.994604

svdassifier = SVC (kernel = ‘sigmoid’, gamma = ‘scale’, degree = 3) 0.992954

svdassifier = SVC (kernel = ‘sigmoid’, gamma = ‘auto’, degree = 3) 0.992954

Average 0.994263

Names of the selected features: Fwd Packet Length Std, Bwd IAT Max, Bwd I AT Min, Fwd PSH Flags, Fwd
Header Length, Fwd Packets_s, Bwd Packets_s, ECE Flag Count, Avg Fwd Segment Size, Avg Bwd Segment Size,
Fwd Avg Packets_Bulk, Bwd Avg Packets_Bulk, Subflow Fwd Bytes, Subflow Bwd Bytes, Min Seg_Size_Forward.

Table 7. Results of 12 experiments of the proposed Hybrid IDS using 20 features and different SVM parameters.

20 Features
Confusion Matrix

SVM Parameters Fitness Value

svclassifier = SVC (kernel = ‘linear’, gamma = ‘scale’, degree = 3) 1
[[18758 551]

[ 411 79084]]

svdassifier = SVC (kernel = ‘linear’, gamma = ‘auto’, degree = 3) 1
[[18758 551]

[ 411 79084]]

svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = l) 1
[[18762 547]

[ 850 78645]]

svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = 2) 1
[[19215 94]

[ 106 79389]]

svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = 3) 0.997437
[[33494 193]

[ 47 340]]

svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = l) 1
[[33429 258]

[ 48 339]]

svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = 2) 1
[[33487 200]

[ 47 340]]

svclassifier = SVC (kernel-‘poly’, gamma = ‘auto’, degree = 3) 0.999979
[[33686 1]

[ 368 19]]

svclassifier = SVC (kernel = ‘rbf’, gamma = ‘scale’, degree = 3) 0.994901
[[19228 81]

[ 61 79434]]

svclassifier = SVC (kernel = ‘rbf’, gamma = ‘auto’, degree = 3) 0.998482
[[33521 166]

[ 49 338]]
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Table 7. Cont.

20 Features
Confusion Matrix

SVM Parameters Fitness Value

svclassifier = SVC (kernel = ‘sigmoid’, gamma = ‘scale’, degree = 3) 0.998649 [[33399 288]

svclassifier = SVC (‘kernel-sigmoid’, gamma = ‘auto’, degree = 3) 0.99344 [ 233 154]]

Average 0.998574 [[33436 251]

Names of the selected features: Total Length of Bwd Packets, Bwd Packet Length Mean, Flow IAT Mean, Flow IAT Max, Fwd IAT Std,
Bwd IAT Mean, Bwd IAT Max, Bwd Header Length, Fwd Packets_s, PSH Flag Count, URG Flag Count, ECE Flag Count, Avg Bwd Segment
Size, Fwd Avg Bytes Bulk, Bwd Avg Packets Bulk, Subflow Bwd Bytes, Init Win Bytes Backward, Active Min, Idle Mean, Idle Max.

Table 8. Results of 12 experiments on the proposed hybrid IDS using 25 features and different
SVM parameters.

25 Features

SVM Parameters Fitness Value

svclassifier = SVC (kernel = ‘linear’, gamma = ‘scale’, degree = 3) 0.994427

svclassifier = SVC (kemel = ‘linear’, gamma = ‘auto’, degree = 3) 0.994427

svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = l) 0.99426

svclassifier = SVC (kemel = ‘poly’, gamma = ‘scale’, degree = 2) 0.995953

svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = 3) 0.996404

svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = l) 0.99426

svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = 2) 0.995953

svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = 3) 0.996341

svclassifier = SVC (kemel = ‘rbf’, gamma = ‘scale’, degree = 3) 0.996762

svclassifier = SVC (kernel = ‘rbf’, gamma = ‘auto’, degree = 3) 0.996762

svclassifier = SVC (kernel = ‘sigmoid’, gamma = ‘scale’, degree = 3) 0.986537

svclassifier = SVC (kemel = ‘sigmoid’, gamma = ‘auto’, degree = 3) 0.986537

Average 0.994052

Names of the selected features: Flow Duration, Total Fwd Packets, Fwd Packet Length Std, Flow IAT Min, Fwd
IAT Max, Fwd IAT Min, Bwd IAT Total, Fwd PSH, Flags, Max Packet Length, Packet Length Variance, SYN Flag
Count, RST Flag Count, URG Flag Count, CWE Flag Count, ECE Flag, Count, Fwd Header Length, Fwd Avg Bulk
Rate, Subflow Fwd Bytes, Init_Win_Bytes_Forward, Init_Win_Bytes_Backward, Act Data Pkt Fwd, Active Min,
Idle Mean, Idle Max, Idle Min.

Table 9. Results of 12 experiments on the proposed hybrid IDS using 30 features and different
SVM parameters.

30 Features

SVM Parameters Fitness Value

svclassifier = SVC (kemel = ‘linear’, gamma = ‘scale’, degree = 3) 0.994583

svclassifier = SVC (kernel = ‘linear’, gamma = ‘auto’, degree = 3) 0.994583

svclassifier = SVC (kemel = ‘poly’, gamma = ‘scale’, degree = l) 0.994583

svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = 2) 0.994624

svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = 3) 0.994539

svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = l) 0.994583

svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = 2) 0.994624

svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = 3) 0.996804

svclassifier = SVC (kernel = ‘rbf’, gamma = ‘scale’, degree = 3) 0.99458
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Table 9. Cont.

30 Features

SVM Parameters Fitness Value

svclassifier = SVC (kernel = ‘rbf’, gamma = ‘auto’, degree = 3) 0.99458

svclassifier = SVC (kernel = ‘sigmoid’, gamma = ‘scale’, degree = 3) 0.987238

svclassifier = SVC (kernel = ‘sigmoid’, gamma = ‘auto’, degree = 3) 0.987363

Average 0.993557

Names of the selected features: Total Fwd Packets, Total Length of Fwd Packets, Total Length of Bwd Packets,
Bwd Packet Length Max, Bwd Packet Length Min, Flow IAT Mean, Fwd IAT Total, Fwd IAT Std, Fwd IAT Max,
Bwd IAT Mean, Bwd IAT Std, Fwd PSH Flags, Bwd PSH Flags, Bwd Header Length, Fwd Packets_s, Packet
Length Variance, SYN Flag Count, PSH Flag Count, CWE Flag Count, ECE Flag Count, DownJJp Ratio, Average
Packet Size, Avg Bwd Segment Size, Fwd Avg Packets_Bulk, Bwd Avg Bytes_Bulk, Bwd Avg Bulk Rate, Subflow
Bwd Bytes, Active Max, Active Min, Idle Mean.

Table 10. Results of 12 experiments on the proposed hybrid IDS using 35 features and different
SVM parameters.

35 Features

SVM Parameters Fitness Value

svclassifier = SVC (kernel = ‘linear’, gamma = ‘scale’, degree = 3) 0.992532
svclassifier = SVC (kemel = ‘linear’, gamma = ‘auto’, degree = 3) 0.992532
svclassifier = SVC (kemeI = ‘poly’, gamma = ‘scale’, degree = l) 0.996033
svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = 2) 0.996951
svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = 3) 0.996951
svclassifier = SVC (kemel = ‘poly’, gamma = ‘auto’, degree = l) 0.995778
svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = 2) 0.992633
svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = 3) 0.992574
svclassifier = SVC (kernel = ‘rbf’, gamma = ‘scale’, degree = 3) 0.993822
svclassifier = SVC (kernel = ‘rbf’, gamma = ‘auto’, degree = 3) 0.993808

svclassifier = SVC (kernel = ‘sigmoid’, gamma = ‘scale’, degree = 3) 0.986881
svclassifier = SVC (kernel = ‘sigmoid’, gamma = ‘auto’, degree = 3) 0.992652

Average 0.993808

Names of the selected features: Total Length of Fwd Packets, Fwd Packet Length Max, Fwd Packet Length Min,
Fwd Packet Length Mean, Bwd Packet Length Min, Bwd Packet Length Std, Flow IAT Std, Flow IAT Max, Flow
IAT Min, Fwd IAT Std, Bwd IAT Std, Fwd URG Flags, Fwd Header Length, Bwd Header Length, Fwd Packets_s,
Bwd Packets_s, Min Packet Length, Packet Length Variance, SYN Flag Count, Average Packet Size, Avg Bwd
Segment Size, Fwd Avg Bytes_Bulk, Fwd Avg Packets_Bulk, Fwd Avg Bulk Rate, Bwd Avg Bulk Rate, Subflow
Fwd Packets, Subflow Bwd Bytes, Init_Win_Bytes_Forward, Init_Win_Bytes_Backward, Min_Seg_Size_Forward,
Active Mean, Active Std, Active Min, Idle Mean, Idle Std.

These experiments produced the following observations: from 10 to 15 features the
results were very close, and the training and testing times of the data were adequate. From
25 to 40 features, a decrease in the performance of the system was observed, as the accuracy
percentage decreased, and the time of training and testing increased.

To benchmark the performance of the proposed system with other systems using the
KDD CUP 99 dataset, another experiment was conducted using the same 12 combinations
of SVM parameters. The results of this experiment are shown in Table 12. Analysis of these
experiments is presented in the next subsection.
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Table 11. Results of 12 experiments on the proposed hybrid IDS using 40 features and different
SVM parameters.

40 Features

SVM Parameters Fitness Value

svclassifier = SVC (kernel = ‘linear’, gamma = ‘scale’, degree = 3) 0.995964
svclassifier = SVC (kemel = ‘linear’, gamma = ‘auto’, degree = 3) 0.995964
svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = l) 0.989691
svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = 2) 0.991477
svclassifier = SVC (kemel = ‘poly’, gamma = ‘scale’, degree = 3) 0.995303
svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = l) 0.99463
svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = 2) 0.995839
svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = 3) 0.999979
svclassifier = SVC (kernel = ‘rbf’, gamma = ‘scale’, degree = 3) 0.996609
svclassifier = SVC (kernel = ‘rbf’, gamma = ‘auto’, degree = 3) 0.996547

svclassifier = SVC (kemel = ‘sigmoid’, gamma = ‘scale’, degree = 3) 0.991734
svclassifier = SVC (kernel = ‘sigmoid’, gamma = ‘auto’, degree = 3) 0.994776

Average 0.994876

Names of the selected features: Flow Duration, Total Length of Fwd Packets, Total Length of Bwd Packets, Fwd
Packet Length Max, Bwd Packet Length Max, Bwd Packet Length Std, Flow IAT Max, Flow lATMin, Fwd IAT
Max, Bwd IATTotal, Bwd lATStd, Bwd lATMin, Fwd PSH Flags, Bwd PSH Flags, Bwd URG Flags, Fwd Header
Length, Bwd Header Length, Fwd Packets_s, Bwd Packets_s, Packet Length Mean, Packet Length Variance, SYN
Flag Count, RST Flag Count, PSH Flag Count, URG Flag Count, CWE Flag Count, ECE Flag Count, Average
Packet Size, Fwd Avg Packets_Bulk, Fwd Avg Bulk Rate, Bwd Avg Bytes_Bulk, Bwd Avg Bulk Rate, Subflow Fwd
Packets, Act Data Pkt Fwd, Min Seg Size Forward, Active Std, Active Min, Idle Mean, Idle Max, Idle Min.

Table 12. Results of 12 experiments of the proposed Hybrid IDS using 15 features from (KDD
CUP99) dataset.

15 Features

SVM Parameters Fitness Value

svclassifier = SVC (kernel= ‘linear’, gamma = ‘scale’, degree = 3) 0.980213
svclassifier = SVC (kernel = ‘linear’, gamma = ‘auto’, degree = 3) 0.980213
svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = l) 0.972088
svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = 2) 0.985217
svclassifier = SVC (kernel = ‘poly’, gamma = ‘scale’, degree = 3) 0.992792
svclassifier = SVC (kemel = ‘poly’, gamma = ‘auto’, degree = l) 0.972032
svclassifier = SVC (kernel = ‘poly’, gamma = ‘auto’, degree = 2) 0.985074
svclassifier = SVC (kemel = ‘poly’, gamma = ‘auto’, degree = 3) 0.991780
svclassifier = SVC (kernel = ‘rbf’, gamma = scale’, degree = 3) 0.992975
svclassifier = SVC (kemel = ‘rbf’, gamma = ‘auto’, degree = 3) 0.992650

svclassifier = SVC (kernel = ‘sigmoid’, gamma = ‘scale’, degree = 3) 0.893446
svclassifier = SVC (kernel = ‘sigmoid’, gamma = ‘auto’, degree = 3) 0.886727

Average 0.968767

Name of the selected features: service, flag, src_bytes, num_failed_logins, logged_in, lnum_file_creations,
lnum_outbound_cmds, count, srv_count, rerror_rate, same srv rate, dst_host_same_src_port_rate,
dst_host_srv_diff_host_rate, dst host rerror rate, dst host srv rerror rate.

4.2. Analysis of Results

Different types of SVM kernel functions were applied. It was observed that if the
kernel was linear, then the accuracy did not depend on any other parameters (neither
gamma nor degree). If the kernel was polynomial and gamma was scale, then the accuracy
depended on the degree. When the degree was two or three, the SVM produced higher
accuracy than if the degree was one in most cases. In terms of the number of features,
it was noted that the highest ever scored fitness, which was 100%, was obtained when
the number of features was 20. This high performance was achieved when SVM kernel
function was linear, or when the kernel function was polynomial and the degree was either
one or two. In addition, the highest average of all 12 combinations was achieved when the
number of features was 20 as well. Graphically, this is illustrated in Figure 8. This showed
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that the optimal number of features was 20, which was 25.6% of features in the dataset.
These features are listed in Table 7. Achieving the optimal performance of 100% using
an only quarter of features proved that the proposed method could perform well using a
limited number of features. On the other hand, one could conclude that the dataset had
many low-value features that could be eliminated from the dataset safely. However, this
conclusion needs to be further examined using other ML techniques.

Figure 8. Average fitness per number of features.

Comparing the obtained results using the CICIDS2017 dataset with those of the other
hybrid IDS mentioned in Section 2, which used the KDD CUP 99 dataset, it was noted
that [4] achieved a 96.38% detection rate while our system achieved a maximum of 100%,
which means that the proposed system achieved an improvement of 3.32%. Reference [5]
achieved a 95.26% detection rate compared with the 99.50% achieved in the present study,
which means that the proposed system achieved an improvement of 4.74%. Reference [6]
achieved a 95.17% detection rate, which was lower than that obtained in the present study
by 4.83%. Reference [7] achieved a 94.86% detection rate, which was 5.14% less than that
obtained by the proposed hybrid IDS. These results are summarized in Table 13.

Table 13. Summary of results analysis using the CICIDS2017 dataset.

Authors Detection Rate (DR) Proposed Method (DR) Achieved Improvement (%)

M. Moukhafi et al., 2018 [4] 96.38%

100%

3.32

F. Kuang et al., 2018 [5] 95.26% 4.74

Al-yaseen et al., 2018 [6] 95.17% 4.83

W. Feng et al., 2014 [7] 94.86% 5.14

The proposed system was also tested with the KDD CUP 99 dataset to compare the
present results with previous works that used the same dataset in their works. It was
noted that [4] achieved a 96.38% detection rate, while our system achieved a maximum
detection rate of 99.3% using the same dataset, which means the proposed system achieved
an improvement of 3.03%. Reference [5] achieved a 95.26% detection rate, while the
proposed hybrid IDS system achieved a maximum detection rate of 99.65%, which means
that the proposed system achieved an improvement of 4.24%. Reference [6] achieved
a 95.17% detection rate, which is lower than that obtained by the proposed system by
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4.33%. Referenced [7] achieved a 94.86% of detection rate, which is 4.68% lower than that
obtained by the proposed hybrid IDS. Compared with other IDS systems that applied
fuzzy vectorized GA as a core technique, it was noted that [39] used a vectorized fitness
function on the NSL-KDD dataset with 42 features. The NSL-KDD dataset is the enhanced
version of KDD CUP 99. In the experiment in [39], six different models were applied, four
of which achieved accuracy ranging between 91.86 and 95.53%. On the other hand, two
models achieved accuracies of 99.18% and 99.02%. The last two scores were much closer
to the achieved results in this work; they were less by only 0.12% and 0.28%, respectively.
Another work that applied GA is [47]. The authors developed a GPSVM, which combined
both genetic programming and an SVM. The detection rate varied depending on the type
of attack. The maximum detection rate achieved was 97.59%, for detecting U2R attacks.
It was noted that this detection rate was 1.75% lower than that obtained by our system.
Considering the results obtained by a recent study, [48], in which intrusion was detected
using a real-time sequential deep extreme learning machine, said machine achieved a
maximum accuracy rate of 93.58% when applied on a fused dataset (NSL-KDD and KDD
CUP 99). One of the recent studies is [49]. The system therein used a deep extreme learning
machine (DELM) to identify any malice or intrusion. Its accuracy using KDD CUP 99 was
94.6%, which was better than its accuracy using NSL-KDD by 0.69%. It is worth pointing
that our proposed system outperformed the DELM by up to 5.47%. Table 14 summarizes
these results.

Table 14. Summary of results analysis using the KDD CUP 99 and NSL-KDD datasets.

Authors Accuracy Rate (%) Dataset Achieved Improvement (%)

Proposed Hybrid IDS (this work) 99.3

KDD CUP 99

—

M. Moukhafi et al., 2018 [4] 96.38 3.03

F. Kuang et al., 2018 [5] 95.26 4.24

Al-yaseen et al., 2018 [6] 95.17 4.34

W. Feng et al., 2014 [7] 94.86 4.68

Khan et al., 2021 [49] 94.6 4.97

Bhattacharjee et al., 2017 (f1) [39] 99.18

NSL-KDD

0.12

Bhattacharjee et al., 2017 (f2) [39] 99.02 0.28

Pozi et al., 2016 [47] 97.59 1.75

Khan et al., 2021 [49] 93.91 5.74

Khan et al., 2021 [48] 93.58 KDD CUP 99 and
NSL-KDD 6.11

5. Conclusions

In this work, we propose a novel hybrid intrusion detection system to secure data
in cloud computing based on an improved genetic algorithm (GA) and support vector
machine (SVM) algorithm to create an intelligent IDS model. The improved GA is charac-
terized by a newly developed fitness function that is used to evaluate the performance of
the hybrid IDS. The fitness function combines three measures: F1-score, accuracy, and TPR,
with different weights for each measure. This system was examined using two datasets:
the newly developed dataset CICIDS2017, which consists of normal and most up-to-date
common attacks, and the well-known dataset KDD CUP 99. The brilliance of the proposed
system is that the GA and SVM are executed simultaneously to achieve two objectives at
once, which are obtaining the best subset of 79 features with maximum accuracy. The SVM
is used to classify data into benign and abnormal using different values for its hyperparam-
eters, including the kernel function, gamma, and degree. Folding of the dataset is applied
to change the training and testing dataset to examine the behavior of the system on these
kinds of data. The results were analyzed and compared with similar works that applied GA
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and SVM for IDS. The results showed that the proposed model outperformed these works
in terms of accuracy by a maximum of 5.14% and a minimum of 3.32% using CICIDS2017,
a maximum of 4.97% and a minimum of 3.03% using the KDD CUP 99 dataset, and a maxi-
mum of 5.74% and a minimum of 0.12% using the NSL-KDD dataset. This system proved
its efficiency through the results obtained. To generalize the results, further experiments
must be conducted. These must include using even larger datasets, using different datasets,
trying different machine learning algorithms or combinations of ML algorithms, and trying
more hyperparameters and parameter values for these ML algorithms.
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Abstract: Mobile Computing (MC) is a relatively new concept in the world of distributed computing
that is rapidly gaining traction. Due to the dynamic nature of mobility and the limited bandwidth
available on wireless networks, this new computing environment for mobile devices presents sig-
nificant challenges in terms of fault-tolerant system development. As a consequence, traditional
fault-tolerance techniques are inherently inapplicable to these systems. External circumstances often
expose mobile systems to failures in communication or data storage. In this article, a quantum
game theory-based recovery model is proposed in the case of a mobile host’s failure. Several of the
state-of-the-art recovery protocols are selected and analyzed in order to identify the most important
variables influencing the recovery mechanism, such as the number of processes, the time needed to
send messages, and the number of messages logged-in time. Quantum game theory is then adapted
to select the optimal recovery method for the given environment variables using the proposed utility
matrix of three players. Game theory is the study of mathematical models of situations in which
intelligent rational decision-makers face conflicting interests (alternative recovery procedures). The
purpose of this study is to present an adaptive algorithm based on quantum game theory for selecting
the most efficient context-aware computing recovery procedure. The transition from a classical to a
quantum domain is accomplished in the proposed model by treating strategies as a Hilbert space
rather than a discrete set and then allowing for the existence of linear superpositions between classical
strategies; this naturally increases the number of possible strategic choices available to each player
from a numerable to a continuous set. Numerical data are provided to demonstrate feasibility.

Keywords: mobile computing; quantum game theory; decision making; mobile database recovery

1. Introduction

The mobile database system (MDS) is a client/server database management system
provided via the internet that allows for the mobility of the whole processing environment.
While the database itself may be static and spread across many sites, data processing nodes
such as laptops, PDAs, and cell phones may be mobile and access required data from
any place and at any time. A mobile host (MH) operating a client-server application may
rapidly fail due to limited network resources. Client-server application failure recovery
needs significant attention due to the scope of its usage. When applied to the mobile
computing environment, traditional recovery methods such as checkpointing, logging, and
rollback recovery suffer from many limitations [1–5].

Using checkpoint and message logging techniques, the mobile application may roll
back to the last reliably stored state and resume execution with recovery assurances. Exist-
ing approaches operate under the assumption that MH disk storage is insecure and store
checkpoint and log data at base stations [6–9]. The process for a mobile checkpoint may be
coordinated or uncoordinated. To maintain a consistent and recoverable global checkpoint,
distributed applications need MHs to coordinate their local checkpoints. Because the
MH can independently checkpoint its local state, uncoordinated protocols are preferred
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for mobile applications [7–9]. Recovery methods that are not coordinated are either non-
logging or logging [4,5]. No-logging MH must generate a new checkpoint whenever the
application’s state changes. The logging method periodically generates checkpoints and
records all write events between them. When an MH attempts to recover from a failure, it
makes use of the checkpoint and any previously stored log data. The survey [1,9] compared
performance with and without logging.

Numerous factors have an effect on recovery [1,3]: (1) the failure of the MH, for
example, due to a bad wireless connection or inadequate battery capacity, is entirely
random. If further failures occur, the transaction must roll back whenever MH recovers
from a failure, increasing the total execution duration of the transaction; (2) Log Size:
data transmission consumes twice the amount of energy required for data receipt. As a
result, only important write events should be recorded to maintain a short log; (3) Memory
Constraints: the base station controller (BSC) may need a significant amount of memory in
order to store the log file for each MH. Calculating the average memory need for logs of
different lengths and recovery techniques is essential; (4) Time required for recovery: the
time required to recover a process after a failure varies according to the recovery method
used and the technology used to capture write events; (5) Cost of log retrieval: the cost of
reclaiming log information after the failure of a transaction is related to the amount of log
dispersion. When a log is dispersed over several places, the costs of retrieval and recovery
increase [10–13].

At present, academics are addressing wireless communication problems using game-
theoretic methods [14,15]. In comparison to more conventional approaches, game theory
offers a number of benefits. Game theory is concerned with a range of problems involving
the strategic interaction of many individuals with conflicting goals in a competition. As a
consequence, game theory is an inherently useful tool for describing the rational behavior
of many players. Second, game theory may be utilized to model agent-agent interactions,
to analyze equilibrium, and to develop distributed algorithms. Additionally, game theory
is capable of analyzing hundreds of potential outcomes prior to determining the best course
of action.

The Nash Equilibrium (NE) is the state of affairs in which no player can unilaterally
enhance their reward, while the Pareto Optimum (PO) is the state of affairs in which no
player can unilaterally increase their reward without impairing the advantage of another
player. Both are optimal for the individual player, but the latter is usually preferable for
the whole team [14,15].Quantum game theory has developed as a paradigm for analyzing
the competitive flow of quantum information in the recent past [16]. The phrase “quantum
game”refers to novel applications of quantum information processing, such as competitive
agent interactions. In contrast to conventional communication, applications may be created
based on the interactions of entangled agents. Competitive von Neumann games, such as
quantum auctions and voting, are enabled by entangled resources. These are in contrast
to cooperative games, which allow agents to interact directly or indirectly via a third
party. Entanglement is a quantum resource that may be utilized to optimize known game-
theoretic equilibrium outcomes [16–19]. Figure 1 depicts the classical and quantum versions
of a four-player game. Although players in the quantum version use an entangled state
as a resource, neither version allows for player communication. The bar graph depicts
the equilibrium payoffs for the minority game, while the quantum case’s payoffs were
determined experimentally using our technology.

Motivation and Contribution

In most mobile application recovery methods, environmental factors were not taken
into account as potential influencers on the recovery process. As a result, using recov-
ery methods in the real world is challenging [20]. The goal is to create a strategy that
optimizes achievement by using the most effective recovery techniques available in light
of the present circumstances. We selected quantum game theory over conflict analysis
or interactive decision theory because it enables us to compare the recovery techniques’
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available alternatives. The suggested model makes a significant contribution by enabling
effective MDS recovery treatment by using a new smart strategy centered on players (vari-
ous recovery procedures) inside the quantum game theory paradigm as a decision-maker
for choosing the most efficient recovery process. Because the critical problem is not to
choose one of the well-known recovery techniques, but to choose the strategy that is most
appropriate in light of the changes made by the operating environment, which is often
vague and unpredictable. In this respect, the present study will guarantee that the optimal
approach to recovery through the quantum game theory model is selected based on its
key parameters. This research examines many different types of recovery methods. These
methods show the effect of different factors on the protocol’s complicated efficiency. The
suggested model demonstrates a high degree of adaptability via the use of cutting-edge
recovery methods capable of substantially increasing performance.

 
Figure 1. Diagram depicting the information flow in a four-player classical game (right) and a four-player quantum
game (left).

To our knowledge, this is the first time that quantum game theory has been used
to simulate recovery in a mobile database system. This work extends our conference
paper [21] significantly by using quantum game theory rather than classical game theory
to successfully deal with NE in order to increase the payoffs of well-known game-theoretic
equilibrium. Additionally, three recovery algorithms were employed as players in the
quantum game theory, rather than two in our earlier work, to allow a greater number of
algorithms to join the competition, which enhances decision-making effectiveness under
varying environmental circumstances. The transition from two-player to multiplayer
games unquestionably results in more dynamic problem solving, and this mode is the most
accurate representation of reality. Single-game dynamics are generally constrained, and
trajectories may show a variety of limiting characteristics. When additional participants
are involved, both qualitative and statistical dynamics may change. Analytic techniques
are used to assess the suggested model’s performance, and the results are given later in
the article.
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A basic notion in computer science, especially in the theoretical realm, is symmetry.
Symmetry is crucial for algorithm design and analysis. The use of symmetry simplifies and
speeds up probabilistic analysis of stochastic algorithms. With the symmetry idea at its
core, the suggested model effectively deals with random parameter probabilities, as shown
in the development of game theory’s utilization functions.

In addition to this introduction, the following sections are included: Section 2 dis-
cusses current state-of-the-art mobile database recovery strategies, Section 3 introduces the
proposed mobile database recovery model, Section 4 describes the criteria for evaluating
the proposed mobile database recovery based on game theory and presents the results, and
Section 5 concludes and suggests directions for future work.

2. State-of-the-Art

In recent years, mobile application failure recovery has grown in popularity. The
suggested solutions use checkpointing, logging, or a combination of the two, while tak-
ing into account the inherent constraints of the mobile computing environment. Much
research is based on a distributed uncoordinated checkpointing method, in which several
MHs may achieve a globally consistent checkpoint without depending on coordination
messages. Others presented a checkpointing-only method, which offers globally consistent
checkpoints without requiring additional communications but is unique in that it uses time
to synchronize checkpoint creation.

The authors of [22] described a technique for mobile database applications to recover
from checkpointing and logging failures depending on mobility. Current methods use peri-
odic checkpoints that are not dependent on user mobility. This system initiates checkpoints
only after a certain number of mobility handoffs has occurred. The failure, log arrival,
and mobility rates of the mobile host determine the optimum threshold. This enables
modification of the checkpointing rate on a per-user basis. Additionally, depending on the
checkpoint frequency, the last checkpoint may be situated a considerable distance from
the mobile support station (MSS). Additionally, a significant number of logs across several
MSSs may be scattered, resulting in a lengthy recovery time.

The authors of [23] suggested a technique for recovering applications in a mobile com-
puting environment by combining movement-based checkpoints with message recording.
A node’s adaptability is used to decide if a checkpoint should be taken. This method was
developed using a variety of factors, including the number of MH registrations in an area,
the number of regions, and the number of handoffs. This approach is especially beneficial
in large networks with many areas. In contrast, operating in restricted areas may result in
extra expenses.

The authors of [24] developed a rollback recovery method that prioritized separate
checkpoints and message recording. The algorithm is unique in that it manages message
logs and checkpoints through mobile agents. Additionally, if a mobile node travels a great
distance from its most recent checkpoint, the agents are able to move the checkpoint and
message logs stored in distant mobile service stations. Thus, the time needed to retrieve
a mobile node would never exceed a specified threshold. It is feasible to keep just one
checkpoint in permanent storage by recording messages. The main advantage of this study
is the modest size of the message log, which cannot be very large owing to the network’s
low message substitution rate. Additionally, if a process interacts often, it may decrease its
checkpointing interval. Nonetheless, this method occurs in a small number of situations,
resulting in increased network activity during recovery. Specifically, if the length of the
mobility profile exceeds the number of different mobile service stations at any point, the
logs must be consolidated into a single place.

The authors in [25] prepared a proposal for a contemporary checkpointing method that
is suitable for mobile computing systems. This method is characterized by its dependability
and efficiency in terms of time-space overhead associated with checkpointing and normal
application execution. The work presented in [26] suggested a log management and low-
latency no-blocking checkpointing system that utilizes a mobile-agent-based architecture
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to reduce recovery time. By decreasing the amount of messages sent, this protocol reduced
recovery time. On the contrary, particularly when many agents are needed, it may result in
an increase in complexity, which may absorb some of the extra execution costs.

The authors of [27] developed a log management strategy for mobile computing
systems that substantially lowers the total cost of failure recovery when compared to
existing lazy and pessimistic approaches. Additionally, their approach enables recovery
from a base station different than the one where it failed, lowering handoff costs, log
replication costs, and the time required to recover from failure. The main benefit of their
log management method is its ease of implementation, whereas the primary drawback
is likely the recovery time if the home agent is situated a great distance from the mobile
unit [28,29]. The authors of [30] described a recovery technique that is database and mobile
device synchronization-dependent. As a consequence, the replication process guarantees
that all organizations have consistent data. One drawback of this method is that, although
it utilizes hash functions, it does not guarantee data integrity during transmission to the
server, since both ends store the hash values in a database table.

The Need to Extend the Related Work

According to the review, the following are the current areas of research: (1) The
majority of recovery studies employed a variety of techniques, including log manage-
ment, checkpointing, movement-based checkpointing, and an agent-based logging scheme;
(2) Because these techniques are so dissimilar, one cannot be used in place of another;
this means that each algorithm has a distinct parameter set and different assumptions;
(3) Despite the fact that some plans tried to merge several methods into a single contribu-
tion (hybrid method), they were damaged by the difficulties of selecting the optimal fusion
from this pool of options. As a consequence, recovery costs may be high and the recovery
mechanism may be excessively complicated; (4) The majority of schemes did not include
environmental variables as influencing elements in the recovery process; and (5) As the
demand for network applications grows, researchers are continuously developing new
ways to solve the issue of high mobility or network connection loss owing to a variety of
new or changing conditions. Thus, more fault-tolerant methods are needed to guarantee
the continued functioning of mobile devices. As a consequence of the above, the use of
recovery algorithms is constrained in a realistic manner. It is essential to design a plan that
maximizes success via the selection of the most suitable recovery methods for the present
situation. We selected quantum game theory over conflict analysis or interactive decision
theory, as it enables us to compare the recovery possibilities available.

3. Quantum Game-Based Recovery Model

3.1. Mobile System Architecture

In a typical MDS design, a small database fragment is created from the main database
on the MH. This design is meant to handle the accessibility limitations alleviated by MHs
and mobile satellite services (MSS). If the MH is present in the cell serviced by the MSS, it
may interact directly with another MH in the vicinity. The MH may freely move between
cells, which each include a base station (BS) and a large number of MHs. Additionally, the
BSs configured the stations to act as a wireless gateway, allowing them to communicate
with the MHs and send data via the wireless network. Wireless communication is possible
between the MHs and the BS, but not directly with the database server [11,31]. Figure 2
depicts the mobile system’s architecture.

3.2. Recovery Modeling Using Quantum Game

The suggested method differs from prior MDS recovery attempts in that it takes
into account a variety of important variables in the mobile environment during hand-
offs or service failures, which change depending on the situation, while conventional
recovery algorithms are predicated on specific assumptions about the environment and
operate accordingly.
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Figure 2. Mobile System Architecture.

The primary reasons for extending our prior work’s two-player game to three players
in this article are as follows: (1) reliance on a limited number of algorithms lowers the
possibility of making good decisions, since it is possible for one of the algorithms to perma-
nently dominate decision-making; (2) Allowing a greater number of algorithms to join the
competition increases the efficacy of decision-making under a variety of environmental
circumstances; (3) With a rise in the number of players, different degrees of complexity and
mathematical calculations were used to address the recovery issue, resulting in enhanced
capabilities for the proposed task; and (4) Several algorithms performed poorly in the
present study, despite their success in earlier work. Thus, when the performance of certain
algorithms deteriorated, they were eliminated from the competition; nevertheless, the
entrance of others with superior results resulted in a substantial increase in performance,
which is the purpose of presenting this study. The suggested model’s architecture is shown
in Figure 3. The following table (Table 1) summarizes the game assumptions utilized in the
recovery modeling process.

Table 1. Game Assumptions.

Game Parameter

Number of Players Three Players
Game Type Non Cooperative (No interaction between players)
Game Form Strategic form
Evolutionary Game Theory No
Strategy type Pure not Mixed
Payoff Functions TIME, Memory, Recovery Done Probability
The Winning Algorithm The highest NE(Quantum Nash) in the reward matrix

Cooperative game theory (CGT) and non-cooperative game theory (NCGT) are two
subfields of game theory. CGT elucidates how agents compete and cooperate to generate
and capture value in unstructured interactions. NCGT simulates agents’ activities, max-
imizing their usefulness based on a comprehensive description of each agent’s motions
and information. Cooperative games are ones in which players are convinced to follow
a certain strategy via player dialogue and agreement. A strategy is a detailed plan of
action that a player will follow in response to a variety of situations that may occur over
the course of the game. On the other hand, non-cooperative games are ones in which
participants select their own strategy of profit maximization. The main distinguishing
feature is the absence of external authority to establish norms guaranteeing cooperative
behavior. Without external authority (such as contract law), participants are unable to form
coalitions and must compete alone [14,15].
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Figure 3. The Proposed MDS Recovery Model.
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Non-cooperative games are often studied by trying to predict players’ tactics and
payoffs, as well as by finding Nash equilibria. Each player in NE is assumed to be aware
of the other players’ equilibrium tactics, and no one benefits from merely changing their
strategy. If each player has chosen a strategy–a collection of actions based on previous game
events—and no person can increase their expected payoff by changing their strategy while
the other players retain theirs, then the current set of strategy choices characterizes NE.

The suggested game is modeled by static games with complete information, in which
players simultaneously choose strategies and get rewards depending on the combination
of actions taken. These types of games may be formalized using a normal-form repre-
sentation [14]. This is a simple decision issue in which both players choose their actions
concurrently (static game) and are rewarded for their mutual choices. Additionally, each
player is fully aware of the values associated with his adversary’s reward functions (com-
plete information). The interrelationships of game theory are shown in Figure 4; for more
information, see [14,15].

 

Figure 4. Game Theory Interrelationship Diagram.

3.2.1. Recovery Algorithms and Its Parameters

To demonstrate the technical importance of the system recovery model in the MDS,
we evaluated the most widely used MD recovery algorithms in order to decide which
methods should be explored further. We classified the recoverable algorithms in this situ-
ation according to their operation or features. As stated in [9–13], various groups differ
in their approach to recovery. For our proposal, we selected three recovery protocols: log
monitoring (as player 1) [27], mobile agent (as player 2) [24], and a hybrid method that
combined movement-based check-pointing and message recording as a (as player 3) [22].
Because the real problem is not whether to adopt one of the well-known recovery tech-
niques, but rather which strategy is most appropriate in light of the changes imposed by
the operational environment, which is often unclear and changing. In this regard, the
current research will ensure that the optimal recovery method is selected via the use of
game theory and its essential variables.
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To compete against other players, each player must create a set of strategies. To
develop these methods, feature analysis and extraction are used for each chosen recovery
procedure in order to determine the treatment’s most strongest characteristics. Thus, in
game theory, each selected protocol is defined by a player, and the way each protocol’s
variable is utilized determines the player’s strategies. For instance, the first protocol
(player 1) considered a variety of factors, including the log arrival rate, the handoff rate,
the average log size, and the mobility rate. To summarize, the first player method involves
retrieving the log file that was stored in the BS before to the failure, moving it to a new
location linked to another BS, and updating the MH. The second protocol (player 2) makes
extensive use of variables, including the number of processes in the checkpoint, a handoff
threshold, and the length of the log. The second approach reduced recovery time by using
a framework based on mobile agents. Here is a collection of processes in a list format. The
home agent’s list is included in the MH. The mobile agent traveled beside the MH and
relayed information. The third process takes into account a variety of factors, including
the total number of registrations in the area, the total number of regions, and the overall
number of hand-offs. The work environment is split into several zones, and the checkpoint
is only used once when MH enters and exits the region. For further information on how
these protocols work, see [13–27].

It should be emphasized that any number of strategies for each player (protocol) may
be produced by conducting any number of trials with various parameter values, although
this increases the model’s complexity. As a result, we believe it is important to choose
several methods that reflect varying degrees of performance that may be depended upon
in decision-making. To create the parameters for the necessary recovery algorithms using
game theory as a decision-making method, we first apply the chosen protocols to the
chosen key variables on which each protocol is reliant. Each algorithm is used for real
database transactions in order to assess each player’s strategy. A package is assessed that
has an objective function for the total cost of recovery, which is computed differently for
each method. In game theory, we build the payoff matrix for each protocol output value
based on the previous stages. These outcomes are referred to as the utility or reward of
each player. These payoffs or benefits are used to evaluate a player’s level of satisfaction in
a conflicting scenario.

In general, game theory may be summarized as follows: (1) a set of players (the
negotiation algorithms chosen); (2) a pool of strategies for each player (the strategies take
into account the assumed values of significant coefficients in each protocol, as well as
possible environmental changes); and (3) the benefits or payoffs (utility) to any player
for any possible list of the players’ chosen strategies. It should be noted here that any
number of strategies can be generated for each player (protocol) by running any number
of experiments using different parameter values, but this of course increases the model’s
complexity. Therefore, we consider it best to choose a number of strategies to express
different degrees of performance levels that can be relied upon in decision-making. In the
suggested game-based recovery model, the assumption is that each player utilizes pure
strategy and not a mixed one, as each strategy handles specific protocol parameters, and
these parameters differ from one protocol to another. There are no general parameters used
for all protocols. For pure strategies, it is far easier to obtain multiple solutions (of course if
they exist) for the NE, and then select the best fitting one.

3.2.2. Build Knowledge Base

The suggested recovery model is predicated on the establishment of a knowledge
base after the pre-implementation of each chosen recovery procedure in various simulated
settings. The implementation knowledge base is created just once, and it is used to choose
the optimal protocol based on the reward matrix and dominant equilibrium method. The
decision is done here on the basis of the integration of three utility functions that serve as
performance and evaluation benchmarks for the candidate protocols.
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3.2.3. Build Payoff Matrix

In the proposed model’s game, see Table 2, a finite collection of players N = 3 was
used. Three players are allocated P1, P2, and P3 in the three-player game. P1 selects pure
strategies from S1, P2 selects pure strategies from S2, and P3 selects pure strategies from S3.
If P1 chooses the pure strategy i, P2 chooses j, and P3 chooses k, then the reward to P1 is
aijk, P2 chooses bijk, and P3 chooses cijk. Define the S1 × S2 × S3 payoff “cubes” A, B, and
C as [32,33]:

A =
[

aijk

]
∈ RS1×S2×S3, B =

[
bijk

]
∈ RS1×S2×S3, C =

[
cijk

]
∈ RS1×S2×S3 (1)

We create a matrix for each of player 3’s actions (strategies); accordingly, player 1
selects a row, player 2 selects a column, and player 3 selects a table. Table 3 illustrates the
bi-matrix for a three-player game with its payoff. As a result, each third player strategy
k is represented separately in a matrix together with its associated reward in terms of
player 1 and player 2’s strategies. Here, a111 represents the payoff value for player 1’s
plan or strategy given the return function u1(s1, t1, c1) if (s1, t1, c1) is selected, b111 denotes
the payoff value for player 2’s strategy provided the reward function u2(s1, t1, c1) if
(s1, t1, c1) is chosen, and c111 denotes the payoff value for player 3’s strategy with payoff
function u3(s1, t1, c1). The proposed recovery model’s game is a non-cooperative game
in which all participants choose their own tactics in order to maximize their profit [15,
32,33]. These kinds of games are amenable to formalization via the use of normal-form
representations [34]. In a normal-form game, player i’s strategy S′′

i strictly trumps player
i’s strategy S′

i if and only if:

Ui
(
S′′

i , S−i
) ≥ Ui

(
S′

i , S−i
)

(2)

for every list of S−i of the other players that represents all players’ strategies except player i.

Table 2. The symbols used for description game theory model.

Symbol Meaning

G Quantum game model
N Number of players
i Game player
S Player’s strategy
U Payoff function or utility
Bi Best response for a player i

Table 3. The bi-matrix for three players’ game.

Player
Player 3 Hybrid Method (Strategy k)

Player 2 Mobile Agent Method

Player 1
Log Management Method

Strategy t1 t2 . . . . th

s1 (a111, b111, c11k) (a121, b121, c12k) . . . . (a1h1, b1h1, c1hk)
s2 (a211, b211, c21k) (a221, b221, c22k) . . . . (a2h1, b2h1, c2hk)

. . . . . . . . . . . . . . . .
sm (am11, bm11, cm1k) (am21, bm21, cm2k) . . . . (amh1, bmh1, cmhk)

Calculating the payoff in a game is complicated since it is dependent on the actions of
other players. As a result, the strategy chosen by one player has an effect on the gain value
of the other player. Three utility functions are included in this proposal as performance
and assessment benchmarks for the candidate protocols. The functions are as follows: the
amount of time consumed by the protocol during operation (TIMEi) for each strategy, the
amount of memory consumed during operation (MEMOi) for each strategy, and the rate
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expressing the percentage of recovery work completed (“recovery completion”) for each
strategy (DONE_PROBi). The point of this step is to determine the reward that the player
will gain if its strategy wins according to the mobile environmental conditions. Since all
players are assumed to be rational, they make their preferred decisions that maximize their
rewards (payoff). Consequently, one player’s strategy dominants another player’s strategy
if it always provides a greater payoff to that player regardless of the strategy played by the
opposing player. Therefore, it is very important to determine the method of calculating the
return for each player’s strategy. Therefore, the aim of these functions is to evaluate every
strategy by calculating an index (score) that represents its performance. Every function
contains degrees to distinguish the better performance of each strategy with high degrees
against the lower performance of all the utility functions.

After analyzing and executing the protocols, it was determined that each algorithm
operates within a time range of 0 to 5 s, implying that the value of the return function from
the time measurement would be distributed as follows:

i f

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

C1,i ∈ ]0.1, 0] ui = 6
C1,i ∈ ]0.5, 0.1] ui = 4
C1,i ∈ ]0.9, 0.5] ui = 2
C1,i ∈ ]1, 0.9] ui = 0
C1,i ∈ ]2, 1] ui = −2
C1,i ∈ ]5, 2] ui = −4

, (3)

where C1,i = TIMEi is the time required to execute a strategy. C2,i = MEMOi, in the same
context, is the amount of memory used by each protocol for a given strategy. The memory
used during execution is expected to be between 0 and 4000 KB; therefore, the payoff values
for the memory consumed by any strategy will be as follows:

i f

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

C2,i ∈ ]500, 0] ui = 6
C2,i ∈ ]1000, 500] ui = 4

C2,i ∈ ]1500, 1000] ui = 2
C2,i ∈ ]2000, 1500] ui = 0
C2,i ∈ ]2500, 2000] ui = −2
C2,i ∈ ]4000, 2500] ui = −4

, (4)

Finally, when calculating the completion level of the recovery process,
C3,i = DONE_PROBi, where DONE_PROBi is utilized to determine if recovery occurred
in accordance with the handoff rates threshold. As a result, the value of the possible return
measure for this work ranges from 0% to 100% and is distributed as follows:

i f

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
C3,i ∈ ]20%, 0] ui = 1

C3,i ∈ ]40%, 20%] ui = 2
C3,i ∈ ]60%, 40%] ui = 3
C3,i ∈ ]80%, 60%] ui = 4
C3,i ∈ ]100%, 80%] ui = 5

(5)

3.2.4. Quantum Nash Equilibrium for Selection

Thus, the player’s overall gain in this game is equal to the sum of the reward values
associated with the variables (C1,i, C2,i, C3,i). The ultimate solution may be obtained in one
of two ways: (1) by achieving a single and exclusive dominant equilibrium method in the
game, or (2) by using NE [15]. The strategies produced via the first method, dubbed iterated
elimination of strictly dominated strategies, reflect the optimal actions that each player
might rationally take, and therefore comprise the game’s (rational) solution. Regrettably,
this alluring approach yields no prediction at all for some kinds of situations in which
no strategy survives the elimination phase. In this situation, it is unclear which course of
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action would be deemed reasonable and best. This is a unique game in which there are no
absolutely dominant strategies.

NE is a game theory concept that determines the optimal result in a non-cooperative
game in which each player has little incentive to change his or her initial strategy. Under
the NE, a player wins nothing by departing from their initial strategy, guaranteeing that
the strategies of the other players stay constant as well. A game may include several NE
states or none at all [35]. Unfortunately, the majority of games lack dominating strategies.
Thus, if there are many solutions (more than one NE) to a given issue, the alternative
is to find another handling mechanism. To address this issue, all values in the payoff
matrix are subject to an addition or subtraction mechanism based on one of the critical
factors, such as execution time, so that more points may be awarded to the quickest
element and vice versa (normalization and reduction phase). Finally, the updated payoff
matrix is utilized to identify a more optimal solution (Pure Nash) that matches the various
environmental factors.

Since all players are assumed to be rational, they make their preferred decisions which
maximize their rewards. Consequently, one strategy for a player is dominant over another
strategy for another player if it always provides a greater payoff to that player regardless of
the strategy played by the opposing player. Therefore, it is very important to determine the
method of calculating the return for each strategy for each player. A particular algorithm is
selected when its strategy achieves the highest NE in the reward matrix.

In contrast to the classical situation, where the theory is incapable of making any
unique prediction, the application of quantum formalism will show a new property: the
emergence in entangled strategies of a NE reflecting the unique solution to the game. In the
quantum version of this three-player game, players execute their strategies by applying the
identity operators they possess with probability p, q, and r to the starting quantum state,
respectively. The three players apply the inversion operator σ with probability (1-p), (1-q),
and (1-r). If ρin in is the density matrix corresponding to the initial quantum state, then the
final state after players have implemented their strategies is [17,18].

ρ f in = ∑
U=I,σ

P(HA)P(HB)P(HC)HA ⊗ HB ⊗ HC ρin H†
A ⊗ H†

B ⊗ H†
C (6)

where either I or σ may be used as the unitary and Hermitian operator H. P(HA), P(HB),
and P(HC) are the probability that players A, B, and C, respectively, will apply the operator
H to the initial state. ρin is a convex combination of all quantum processes. Assume the
arbitrator creates the following pure initial quantum state with three qubits (two strategies
for each player for simplicity):

|ψin〉 = ∑
i,j,k=1,2

Cijk|ijk〉

∑
i,j,k=1,2

∣∣∣Cijk

∣∣∣ijk∣∣∣2 = 1
(7)

where the quantum state’s eight basis vectors are |ijk〉 for i, j, and k equal to one and two.
The starting state may be thought of as a global state (in a (2 ⊗ 2 ⊗ 2)-dimensional Hilbert
space) of three quantum two-state systems or ‘qubits’. The unitary operators I and σ are
used by the player with conventional probability ρin included into its strategic.

As a consequence, rather of considering just a discrete and finite set of strategies,
we will now consider their linear superposition by endowing the strategic space with
the formal structure of a Hilbert space. As a result, pure quantum strategies may be
constructed, which are characterized as linear combinations of pure classical strategies
with complex coefficients. This must be interpreted as the probability of using a single
pure classical method. It is worth noting that this interpretation of pure quantum strategies
is identical to the classical concept of a mixed strategy introduced previously, because we
are currently considering a restricted class of games (static games), which lacks typical
quantum interference effects between amplitudes [36,37].
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4. Discussion

4.1. Simulation Setup

The simulation is designed to evaluate the proposed model for MD recovery based
on game theory. In this respect, we implemented the prototype NS2 program using two
software packages: Matlab and NS2. By modeling discrete occurrences, the NS2 simulation
software enables developers to improve their businesses in real time. Additionally, it
supports a variety of protocols such as TCP, routing, and multicast across wired and
wireless networks and runs on a variety of platforms including Linux and Windows [38,39].
As a result, we use this software to implement the stage of collecting data on the work
environment at various levels in order to mimic changes in the work environment. Then,
Matlab software is used to construct a game theory in order to assess various recovery
procedures by inputting the output values from the simulation stage in order to find the
optimal decision. For our solution, we used mobile log files of various sizes that included
the process data that each method would obtain.

The settings for the NS2 simulation are summarized in Table 4. The MAC layer
protocol of IEEE 802.11 for wireless large area networks is utilized here. A movement file
provides the mobile client node’s motions. The mobile client node transmission range
is 250 m. Each cell has one base station. A random waypoint (RWP) model determines
the starting node position and movement. The RWP model is based on random locations,
speeds, and halt durations. The prototype was built in modules and tested on a Dell
Inspiron N5110 laptop from Dell Computer Corporation in Texas. Processor: Intel(R)
Core(TM) i5–2410M, 4.00 GB RAM, Windows 7 64–bit. The proposed model’s efficiency is
assessed using execution time and recovery probability. See [24,27] for more details. The
results are the average of several repeated experiments for different initial location and
movements of the nodes due to the using of RWP model. The most suitable values for
the collection of protocol’s factors (strategies) were picked from the literature, based on
the assessment of selected recovery protocols, to represent the protocol’s performance in a
variety of settings.

4.2. Simulation Results
4.2.1. Experiment One

Aim: The first set of experiments was designed to evaluate the performance of the
suggested recovery model in terms of actual execution time as a function of log file size. In
general, the cost of recovery is very low for any scheme, since the full log information is
stored at the current base station. When the MH travels a great distance from the initial
BS, the difficulty of the recovery method used to locate and transmit the log file rises.
Increasing the file size results in an increase in the transmission cost.

Main Results: A As shown in Table 5, the suggested game theory-based recovery
model delivers a faster execution time while increasing file size in a variety of mobile
settings, depending on the simulation’s changing nature.

Discussion: One reason for these results is that, since the proposed model is based
on a knowledge base that was developed after the pre-implementation of each chosen
recovery protocol in various simulated settings, it chooses the best appropriate recovery
protocol for the present circumstance (variation of log file size). As a result, the proposed
model requires less time to execute for numerous simulation runs.

4.2.2. Experiment Two

Aim: The second set of experiments evaluated the suggested recovery model’s per-
formance as a function of mobility rate in terms of actual execution time. The suggested
recovery model is based on the creation of a knowledge base that is created once and used
to choose the best suitable procedure based on the reward matrix and dominant equilibrium
method. The decision is done here on the basis of the integration of three utility functions
that serve as performance and evaluation benchmarks for the candidate protocols.
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Table 4. Simulation Parameters.

Variable Meaning

Channel type Channel/Wireless Channel
MAC type Mac/802_11

Radio-propagation model Propagation/Two Ray Ground
Network interface type Phy/wireless Phy

Interface queue type queue/drop tail/priqueue
Antenna model Antenna/Omni Antenna
Link layer type LL

Routing protocol Destination-Sequenced Distance Vector (DSDV)
Coordinate of topology 670 m × 670 m

Max packet in ifq 500
Time to stop simulation 250

Table 5. Execution time (Seconds) as a function of log file size.

Algorithm/Log Size 5 KB 30 KB 60 KB 90 KB 120 KB 150 KB

Log Management 1 1.3 1.8 2.5 3.3 3.5
Mobile Agent 1.1 1.5 1.9 2.4 3 3.15

Hybrid Method 1.2 1.6 1.7 2.3 2.8 3
Proposed Model 1 1.4 1.8 2.3 2.7 2.75

Main Results: Figure 5 shows that when mobility rate rises, recovery cost increases. In
addition, the current base station has all the log information, lowering the recovery cost.
The recovery cost is greater when the mobile node is recovered in the same base station.

Discussion: The results in Figure 5 show that despite their success in limited regions,
log management and agent-based methods usually suffer from increased implementation
time in the long term. On the contrary, the hybrid approach may be more successful in a
vast environment than in a small area since it only requires a checkpoint once before MH
moves across regions, thus saving time.
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Figure 5. Execution time as a function of mobility rate.
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4.2.3. Experiment Three

Aim: The final set of experiments examined the connection between the likelihood of
recovery and the handoff threshold. There is a favorable correlation between increasing
the handoff rate and the likelihood of completing the recovery process. Handoff involves
moving a MS from one base station to another. Algorithms with set parameters do not work
well in varying system configurations. Handoff algorithms should take into consideration
the communication system’s peculiarities. If the preparation time of rapid handoff is longer
than the WLAN sojourn time linked to mobile node speed, the handoff fails and packets
are lost. If the mobile node speed is too slow, handoffs are initiated too late, reducing
WLAN service duration. The handoff cost comprises the checkpoint status, message log,
and acknowledgement.

Main Results: Figure 6 plots the completion of the recovery process against increases
in the hand-off threshold rate. The recovery likelihood is significantly reduced when using
the log management technique, but the hand-off threshold rate is raised. Alternatively,
some techniques decreased gradually when the threshold value was increased.

Discussion: The results demonstrated that the log technique is applicable only in small
work settings. Whereas the hybrid approach and the agent-based method both performed
well for areas with multiple regions or regions located farther from the site of retrieval. As
anticipated, the suggested model has a higher recovery probability in the long term when
compared to the other methods in the various simulated settings.
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Figure 6. Recovery probability vs. handoff threshold.

4.2.4. Experiment Four

Aim: The next set of experiments was conducted to measure the efficiency of the
proposed model compared to traditional recovery methods concerning the degree of
complexity of the chosen strategies. In this case, the degree of complexity of the strategies
was divided into three levels: low, medium, and high. The difficulty here is measured
through utility functions. In the case of the log file size parameter, the range of size changes
from small to medium to large is a measure of the complexity of the strategy. The same
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is the case for the other parameters such as handoff rate and mobility rate. Herein, the
evaluation is based on the total payoff value that is calculated as the sum of the three utility
functions’ outputs.

Main Results: The results in Figure 7 confirm the superiority of the suggested model.
As previously stated, since the proposed model is based on a knowledge base that was
created after the pre-implementation of each chosen recovery protocol in various simulated
environments, it automatically picks the most appropriate recovery procedure for the
present situation.

Discussion: As expected, the log management algorithm is preferred in the small
area. However, this decision turns out to be unfavorable with a large log size, especially in
distant regions, because the cost of transfer the log file becomes high, and thus the cost of
recovery becomes more problematic. On the other hand, the hybrid method gave a good
payoff compared to other algorithms whenever there was a multiplicity in the regions
because it had taken the recovery point once. The same is true for agent-based recovery, as
it is easy to find the recovery location by tracing the MH ids.
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4.2.5. Experiment Five

Aim: A comparative analysis has been done with an optimization model dealing
with the recovery of HLR mobility databases presented in [40]. In this work, analytical
performance results evaluation for the location updating scheme have been done for the
mobility database failure recovery under some assumptions. The lost incoming calls cost
is calculated versus the system probability distribution for the recovery time. Therefore,
in our proposal, a simulation for a traffic analysis with random log file sizes is done into
failure recovery time to calculate the lost packet rates.

Main Results: The results in Figure 8 show a significant decrease in the average lost
packets in the proposed model compared to the comparative protocol under different
failure recovery time.

Discussion: That is because the proposed model switched between a pool of recov-
ery algorithms that may suitable for any environment rather than using a fixed recovery
method that may not be suitable, which leads to the retrieval system not constantly updat-
ing its database in a proper time. Thus, it reduces the packet loss rate.
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4.2.6. Experiment Six

Aim: The last set of experiments was implemented to compare the suggested recovery
model (the extended version with three players) with our previous version (modelling by
two players). The precision (accuracy) rate has been used for assessment according to the
recovery probabilities for multi degrees of handoff threshold values that are considered as
a very influential factor to complete the retrieval process.

Main Results: As expected, Form Figure 9, utilizing three players for game modelling,
increases the precision rate by an average of 5% compared with two players for a game.

Discussion: This improvement comes from increasing competition through utilizing
more than two recovery algorithms that gave the opportunity to select the best protocol
from a pool of algorithms according to the current MDS environmental conditions. There-
fore, some protocols used in our previous work [21] will be retreated in this work due to
the entry of other protocols in the competition.
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5. Conclusions and Future Work

The purpose of this paper was to propose a new game theory model for determining
the optimal recovery strategy in MSD. The novel method was compared against three of
the most commonly used MDS recovery procedures in a competitive environment. Game
theory is founded on the idea that each algorithm chooses the most appropriate strategy
in terms of message delivery time and message count in order to determine the right
recovery solution based on environmental factors. A key step of a quantum game-theoretic
research is identifying which strategy to a recovery process is the superior solution to the
strategies chosen by others. The proposed recovery model is based on the development of
a knowledge base that is used to choose the best appropriate method based on the reward
matrix and dominant equilibrium technique. The experimental findings demonstrate the
superiority of the suggested recovery paradigm. In the future, it may be essential to include
more recovery procedures to optimize the suggested model’s performance. Additionally,
a hybrid method based on game theory and the recently developed paradigm of cloud
algorithms was utilized to improve the outcome. Furthermore, this enhanced the game
model to allow interactions between players and utilized mixed strategies. Prior to that,
some investigations should be made into the probability distribution of the behavior of the
competing players (dealing with uncertainty). The application of the proposed model in the
case of large systems and the discussion of its complexity will be also done in future work.
Finally, the concept of mind-light-matter unity AI/QI in quantum-inspired computing can
be utilized to enhance the suggested model.
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Abstract: Information hiding can be seen everywhere in our daily life, and this technology improves
the security of information. The requirements for information security are becoming higher and
higher. The coverless information hiding with the help of mapping relationship has high capacity,
but there is still a problem in which the secret message cannot find the mapping relationship and the
process requires extra storage burden during the transmission. Therefore, on the basis of symmetric
reversible watermarking, the paper introduces the two-level mechanism and novel arrangements to
solve the problem of sufficient diversity of features and has better capacity and image quality as a
whole. Besides, for the security of secret message, this paper designs a new encryption model based
on Logistic mapping. This method only employs coverless information hiding of one carrier image
to transmit secret message with the help of the two-level mechanism and look-up table. Reversible
information hiding is applied to embed the generated location table on the original image so that
ensures storage and security. The experiment certifies that the diversity of hash code is increased by
using the two-level image mechanism and the quality of the image is excellent, which proves the
advantages of the proposed symmetric method over the previous algorithm.

Keywords: logistic mapping; two-level mechanism; look-up table; reversible information hiding

1. Introduction

The development of network technology has greatly promoted the security need in
daily life [1,2]. Our daily life is inseparable from the application of network transmission,
so there are many technologies used to solve the problem of network transmission security.
The digital media transmitted by the network mainly includes video, audio, pictures, and
text. As the main form of multimedia, the acquisition and tampering of digital images are
quite easy. At present, the most commonly used methods to protect digital media are mainly
grouped by encryption and information hiding. The former is that the sender applies the
encryption algorithm to directly encrypt the multimedia information, and the receiver with
the key can obtain the secret information in view of the encryption method. Generally
speaking, the garbled state formed after encryption can easily arouse the suspicion and
attention of others. The information hiding needs to conceal the existence of the secret
message with the help of the carrier, that is, it is hidden in multimedia data. The secret
is transmitted depending on multimedia data. The receiver exploits the corresponding
extraction method to extract the secret message.

The information hiding technology is a key technology and is widely utilized in
many fields such as copyright protection and digital signature [3,4]. Information hiding
technology changes the carrier to hide information, which can be implemented in the
spatial domain or frequency domain. Some techniques even permanently damage the
original carrier image. Sahu et al. apply a two-level LSB replacement technique [5].
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Muhuri et al. implement image steganography on Integer Wavelet Transformation (IWT)
using Particle Swarm Optimization (PSO) algorithm in 2020 [6–8]. Digital watermarking
focuses on protecting the secret message. The digital watermarking methods commonly
used inevitably cause irreversible effects on the original carrier [9]. Therefore, the emergence
of reversible information hiding technology satisfies the dual recovery of the carrier and
secret message [10–12]. Reversible information hiding means that when the receiver
receives the watermarked image not only the secret message can be extracted but also the
original image can be recovered according to the embedding and extraction rules [13,14]. It
not only satisfies the confidentiality of secrets but also does not permanently destroy the
image, which can be widely applied to medical image transmission.

Reversible information hiding was first proposed by Honsinger et al. in 1999 [15].
There are three types of algorithms on the spatial domain most commonly used by re-
versible information hiding techniques: lossless compression, difference expansion [16],
and histogram shifting [17,18]. Difference expansion uses the correlation characteristics
between pixels to expand the pixel difference through integer transformation to embed se-
cret [19,20]. The prediction error algorithm predicts the target pixel through the prediction
model [21–23]. Weng et al. combine difference expansion and prediction error to improve
the quality of the image embedded with data [24]. According to whether the parameters
used for embedding and extraction are the same, the information hiding can be divided
into symmetric and asymmetric. The symmetric mechanism is efficient and simple so most
of the current information hiding technologies are symmetric [25–27].

Steganalysis is a technique that tries to find the secret message. Although the secret
message is difficult to be found by Human Visual System (HVS) on the carrier, the existence
of the secret message can still be found through the traces of these modifications [28].
Coverless information hiding is one of the means to avoid steganalysis. This method directly
expresses the secret message utilizing the characteristics of the carrier [29]. Zhou et al. use
faster-RCNN for training to find the labels of images to express the secret message [30]. The
network architecture based on deep learning has a large transmission overhead and requires
a long training time. Zou et al. come up with a novel coverless information hiding based on
the average pixel value of the image, which hides the information through mapping relation
and multi-level index structure [31]. Cao et al. propose an approach based on the molecular
structure images of material [32]. Wang et al. construct an intelligent search algorithm
for mapping relationships to implement coverless information hiding [33]. Although this
method solves the problems of transmission overhead and training, it inevitably adopts the
mapping relationship. Information hiding techniques based on mapping relationships still
have the limitation that increases the number of mapping relationships with the extension
of secret information, resulting in a large cost or even being impractical.

The coverless information hiding approach proposed by Fatimah Shamsulddin Ab-
dulsattar well improves the efficiency of feature extraction and explores the effect of block
size on image hiding [34]. However, the features generated by analysis may not satisfy the
secret message embedding due to lacking diversity in the obtained hash code. To improve
the success rate of secret hiding, we combine the two-level mechanism and design novel
arrangements to increase the diversity of hash codes.

During the hiding process, a location table is generated, so additional storage space
and transmission process are required to ensure the recovery of secret data. The hidden
framework proposed in this paper combines coverless information hiding and reversible
information hiding techniques [35]. This process not only satisfies the hiding capacity of
the secret message but also ensures the recovery of the original image. To better solve
the problem of additional information storage and the security of secret data, the newly
proposed encryption model is employed to encrypt the data first, then generate eigenvalues,
calculate the hash code, and establish a look-up table on the original image [36]. The
generated location table is embedded taking advantage of reversible information hiding
technology, and the whole process is symmetric.
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Since the secret message is hidden adopting a coverless way, this method will not
produce any changes to the image, and then the pivotal information is embedded using the
prediction error expansion (PEE) algorithm. Of course, other outstanding PEE algorithms
could also be combined. Finally, the image can be recovered. The main contributions of
this work are as follows.

1. A more secure encryption model based on Logistic mapping is devised;
2. The hash code based on the two-level image mechanism is more diverse and reduces

the unconcealable rate of the secret message;
3. A new combination of reversible information hiding and coverless information hiding

is designed, which greatly improves capacity and the image quality;
4. The proposed method solves the additional storage of location table without sacrific-

ing hiding capacity and no large image database is required;
5. Compared with other similar algorithms, our method has more security and better

image quality and higher storage capacity.

The remainder of the paper is formed as follows. Section 2 reviews the basic Logistic
mapping and previous coverless information method. The proposed model is presented in
Section 3. Section 4 displays experiment results and comparative analysis. Finally, Section 5
gives a conclusion and future directions.

2. Related Works

To further improve the security of secret message, the paper designs a novel encryption
model to encrypt it based on logistic mapping. This part also introduces the previous
coverless information hiding algorithm proposed by [34].

2.1. Logistic Mapping

Chaos refers to the seemingly random and irregular movement that occurs in a non-
deterministic system. It originates from nonlinear dynamic systems. Logistic mapping
is one of the most famous chaotic mappings due to its simple expression and excellent
performance [37–39]. Its expression form is as Equation (1).

yn+1 = μ × yn × (1 − yn), (1)

where n = 0, 1, 2, 3, . . . and y belongs to 0 and 1. The system control parameter μ is the
constant and μ ∈ (0, 4]. When 3.569945672 · · · < μ ≤ 4 and the final sequence value
belongs to [0, 1], the logistic sequence yn is in the state of chaos. The function has the
characteristics of aperiodic and sensitive dependence to the initial condition. Logistic
mapping is simple without losing the complex characteristics of the chaos, so it is usually
used on image encryption.

2.2. Previous Method

The main idea is to form a mapping relationship between the carrier and the secret
message, and then realize the coverless hiding of the secret data. The construction of the
look-up table is based on the generation of hash code. Fatimah Shamsulddin Abdulsattar
generates eigenvalues based on feature decomposition, and then calculates the hash code
of the image block and builds a look-up table [34]. The look-up table contains the hash code
and its location information. In the image, the main feature vector represents the direction
of the maximum change between image pixels, and the largest feature value is related to
the foremost feature vector. The hash code is calculated by the largest eigenvalue obtained
by feature decomposition which is Equation (2).

max_ejl = max{ejl1, ejl2, ejl3, . . . , ejlk}, (2)

where max_ejl denotes the largest value in the l-th sub-block and the block Bjl has k eigen-
values. The largest eigenvalue of adjacent image sub-blocks is arranged and combined in
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light of the specific arrangements to obtain an 8-bit binary hash code. The arrangements in
this method are displayed in Figure 1. If the arrangement Arr.1, as shown in Figure 1a, is se-
lected in the process, the hash code is acquired by Equation (3). When another arrangement
(Arr.2 or Arr.3 or Arr.4) is selected, the function is calculated according to Equation (4).

hc =

{
0, if max_ejl > max_ej5

1, if otherwise
(3)

where the max_ejl is the largest value in the l-th sub-block and l ∈ [1, 8].

hc =

{
0, if max_ejl < max_ejl+1

1, if otherwise
(4)

where l ∈ [1, 8] and l �= 5.
The hash code of each sub-block can be converted into the corresponding ASCII-code

value [40]. The range of the ASCII code is [0, 255]. The look-up table is created by putting
the positions of the hash code and the hash code into the same table. When the sender
hides the secret message, they can map the table with the data and record the location
of the hash code, that is, by creating a location table to achieve coverless hiding. After
receiving the location table and the original image, the receiver can establish the same
look-up table and then extract the hidden secret from the look-up table in the light of the
mapping relationship.

According to the above description, Fatimah Shamsulddin Abdulsattar uses eigen-
value decomposition to establish the hash code as the feature of the image and then establish
the look-up table. The secret message is hidden according to the mapping relationship.
Although their method does not require a large database and achieves a high hidden
capacity, when the image block is set to a large size, the number of hash codes generated is
less. There is a problem that the secret message has no mapping relationship. When the
size of the secret message increases, the corresponding location table requires more space.
In other words, there is room for improvement. Our method for this problem is increasing
the diversity of hash code and further improving the hiding rate.

1 2 3
4 5 61
7 8 9

_ 1 _ 2 _ 3
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_ 9
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Figure 1. The four arrangements are used in [34]. (a) Arr.1, (b) Arr.2, (c) Arr.3, and (d) Arr.4.
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3. Proposed Method

The information hiding technology proposed in the paper is mainly divided into two,
secret message hiding and secret message extraction. The whole process is divided into
two stages. The first stage takes advantage of the coverless information hiding to hide the
secret message. The stage generates a vital location table. The second stage embeds the
location table using the PEE algorithm. The main idea of our model is to combine coverless
information hiding and PEE during hiding the secret message.

Before the secret message is hidden, the new encryption model is designed to enhance
the security of secret data first. To increase the diversity of hash codes, the original image is
divided into two sub-images using the two-level mechanism, and the mapping relationship
formed by the look-up table established by the image blocks of the sub-image and the secret
message is formed to realize the coverless hiding of the secret data. Although the hiding
process does not change the original image, it needs to generate a corresponding location
table. Considering that the location table needs additional storage and transmission, the
paper adopts PEE to realize the second embedding of the location table. After receiving
the watermarked image, the receiver can extract the location table and recover the original
image. After obtaining the original image, the same look-up table can be established, and
the encrypted secret information can be extracted according to the mapping relationship.
The secret message can be recovered through decryption model with the same key. Figure 2
shows the framework model of the proposed algorithm. Due to the parameters used in the
sender and receiver are the same, the designed model is symmetric.

Figure 2. The framework of the proposed model.

3.1. Encrypt the Secret Message

Logistic mapping is an encryption algorithm with a simple structure and good en-
cryption effect. However, it is sensitive and periodic to the initial value, and its structure
is relatively simple. Once the initial value is known, it is easy to be cracked. Therefore,
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we adopt a dual logistic mapping, and the function of the model can be described as
Equation (5).{

yi+1 =μ × yi × (1 − yi), i = 1, 2, 3, . . . , n/2 − 1

yi+1 =μ × sin(π/2 × yi)× (1 − sin(π/2 × yi)), i = n/2, n/2 + 1, . . . , n − 1
(5)

By combining the original logistic mapping and sin-logistic mapping, the final se-
quence is more chaotic. It is less easy to traverse to the secret message after encryption.
If the initial value is not set, ten bits of secret information will be randomly selected to
calculate the mean value as the initial value, see as Equation (6).⎧⎨⎩

r = randperm(sum, 10),

y1 =
∑ S(r)

10
,

(6)

where S is the one-dimensional secret message sequence and the length is sum.

3.2. Hiding the Secret Message

The two-level mechanism splits the image into two sub-images, and two sub-images
can be restored to the original image. Each pixel value of the image is composed of an
8-bit binary value, and the image can be divided into 8-bit planes. The image is split into
two images according to the 8-bit planes of the image. The pixel value of the image is
represented as Equation (7).

p = ph × 2w + pl , (7)

where p represents the pixel value in the image, ph represents the high-level plane, w repre-
sents the number of bits divided, and pl is the low-level plane. According to Equation (8),
the high-level plane is divided into two parts ph1 and ph2, where a is the constant ranging
from 0 to 1. {

ph1 = a × ph,

ph2 = ph − ph1
(8)

Equation (9) is the method of dividing the low-level plane, that is, dividing the low-
level plane into two sub-planes pl1 and pl2. The parameter c is the number of bits during
the division. ⎧⎨⎩pl1 =

(pl − pl1)

2c ,

pl2 = pl%2c
(9)

The two sub-planes of the high plane are combined with the two sub-planes of the
low plane, respectively, according to Equation (10). Thus, two sub-images can be obtained
by splitting one image according to the above-mentioned division mechanism.{

p1 = ph1 × 2w + pl1 × 2c,

p2 = ph2 × 2w + pl2
(10)

The hiding stage is mainly divided into two parts; one is coverless information hiding
based on the look-up table approach, and the other embeds the location table into the
original image by PEE. Firstly, the image is split into two sub-images and divided into
image blocks. Secondly, the 8-bits hash code of the image block is calculated according to
the designed arrangements, and each group of hash code is converted into ASCII code.
The ASCII code of all image blocks and their location are combined to form a look-up
table. Then the secret message is hidden without changing depending on the mapping
relationship. Finally, the key location table is embedded into the image by PEE. The specific
embedding steps are as follows:
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Step 1. Predict the pixel value pr,i by Equation (11) according to the predictor as shown
in Figure 3.

p̂r,i =
pr+1,i−1 + pr+1,i + pr+1,i+1

3
, (11)

where p̂r,i is the predicted value.

… …

… …

… …

… …

+ ,
,
+ , + , +

Figure 3. The predictor used in our algorithm.

Step 2. Calculate the prediction error of the pixel pr,i according to Equation (12).

er,i = pr,i − p̂r,i (12)

Step 3. Expand the prediction error and embed the secret message by Equation (13)
where T is a threshold. The prediction error in [−T, T) will be used to embed the secret
message.

e
′
r,i =

⎧⎪⎨⎪⎩
2 × er,i + si if er,i ε [−T, T)
er,i + T if er,i ε [T, ∞)

er,i − T if er,i ε (−∞, −T)

(13)

Step 4. Modify the corresponding pixel value according to the extended prediction
error referring to Equation (14).

p
′
r,i = p̂r,i + e

′
r,i (14)

After the secret message is embedded into the original and is transmitted to the receiver,
the receiver could extract the message and recover the original image by the inverse process.
Our method designs three novel arrangements as seen in Figure 4 to increase the diversity
of hash codes. In Figure 4c, the nine values of the sub-block are scrambled randomly
to generate the hash code so that each hiding process will have different results. The
paper adopts the two-level mechanism and selects three arrangements from seven ways in
Figures 1 and 4 randomly to generate features. The random approach adopted can elevate
the security of the architecture. This mode increases the diversity of hash code and can
further allow the secret message to be successfully hidden. To understand the whole hiding
process, the specific steps can be seen as Algorithm 1.

1 2 3
4 5 7
8 9 _

6 1 6 2 6 3

6 4
6 5 6 76 8

6 9
6 _

(a)

1 2 3
4 5 7
8 9 _

6 1 6 2 6 3
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(b)

1 2 3
4 5 6
7 8 9

_ 1 _ 2 _ 3

_ 4
_ 5 _ 6_ 7 _ 8

_ 9
The nine maximum max_ of sub-blocks are compared in
random order.

(c)

Figure 4. The remaining three arrangements we designed. (a) Arr.5 (b) Arr.6, (c) Arr.7.
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Algorithm 1 Pseudo-code of the hiding model.

Require: Original image I, secret message S, the initial key Initk, parameter μ, w, c, b, bs

Ensure: Watermarked image I
′

Step 1. Generate one-dimensional sequence Y that the length is as same as the secret
message using Equations (5) and (6) with the initial key Initk.
Step 2. Encrypt the secret message S by exclusive-or operation with Y and obtain the
encrypted sequence S

′
.

Step 3. Divide host image I into two sub-images I1 and I2 based on the two-level
mechanism by Equations (8)–(10).
Step 4. Split two sub-images into image block Bj with fixed-size b.
Step 5. Further split Bj into nine sub-blocks Bjl with the small size bs where l denotes the
l-th sub-block in the image block Bj.
Step 6. Calculate the eigenvalue of all sub-blocks Bjl and find the largest value max_ejl
by Equation (2).
Step 7. Acquire the hash code by arranging the eigenvalues of the sub-blocks in every
image block where uses three arrangements of seven arrangements randomly.
Step 8. Generate the ASCII code with every 8-bit hash code and an ASCII code corre-
sponding to a block.
Step 9. Establish look-up table including ASCII codes and their location.
Step 10. Convert the encrypted message S

′
to ASCII code S

′
a.

Step 11. Match S
′
a with the equal image block and record the location of the corresponding

image block in order in the position table.
Step 12. Embed the location table and additional information into the original image I
using above PEE. The additional information includes the encryption key, parameter w,
c, b, bs, the arrangements selected, and the size of the secret message.

3.3. Extract the Secret Message and Recover the Original Image

The symmetric framework of requiring secret data is the inverse process of embedding.
After receiving the watermarked image, the receiver first performs the inverse operation
of the prediction error expansion to extract the location table and additional information.
Then, the original image is recovered, and the same look-up table is established. Finally,
the key and encrypted secret data are extracted according to the mapping relationship. The
secret can be recovered by decrypting the encrypted message with the key. The pseudo-
code is displayed in Algorithm 2 which includes the whole process of extracting the secret
message and recovering the original image.

Algorithm 2 Pseudo-code of the extraction and recover model.

Require: Watermarked image
Ensure: Recovered host image Io and the secret message S

′′

Step 1. Extract the location table, additional information, and recover the original
image Io.
Step 2. Divide the recovered image using the same method.
Step 3. Calculate the corresponding eigenvalue and hash code.
Step 4. Convert the hash codes to ASCII code.
Step 5. Establish the look-up table.
Step 6. Acquire the encrypted secret sequence from the look-up table and the location
table by the mapping relation.
Step 7. Generate one-dimensional sequence Y2 that the length is as same as the secret
message using Equations (5) and (6) with the initial key Initk.
Step 8. Decrypt the secret message S

′′
by executing exclusive or operation between Y2

and the encrypted sequence.
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4. Experiment and Results

The computer configuration used in this article is: Intel(R) Core(TM) i5-8500 CPU @
3.00 GHz, 16.0 GB memory, and Windows 10 (64 bits), and the experimental codes are all
running on the MATLAB R2018a.

To prove the effectiveness of the encryption method, we take an example for the
encryption test and compare with other encryption methods. Both methods use the same
initial value to iteratively generate the sequence. Information entropy is one of the crucial
indicators to measure the performance of encryption models. It is the average of the
information and is expressed as Equation (15).⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

IH(p) =−
ps

∑
i=1

q(pi)× log2q(pi),

n

∑
i=1

q(pi) =1,

(15)

where q(pi) satisfies 0 ≤ q(pi) � 1.
For the digital image, the information entropy can reflect the distribution of gray

values. If the gray pixel value distribution is uniform, the maximum value of information
entropy will be 8, which is a proportional relationship. When the information entropy is
larger, the more average the gray value distribution is, the smaller the correlation degree is.

The experimental results are shown in Table 1. It can be concluded from the data
that the information entropy of the original image is 7.2081, and the information entropy
after encryption can exceed 7.99; more than 7.99, in theory, means that encryption is
considered successful.

Table 1. Information entropy and correlation coefficient compared with other encryption model.

Encrypted Image

Index\Image Original Image
Logistic Mapping [38] Sin-Logistic Mapping Our Model

Entropy 7.2081 7.9945 7.9623 7.9954

Horizontal 0.9687 −0.0868 0.0620 0.0352
Vertical 0.9372 −0.0934 −0.1215 −0.0391

Diagonal 0.9057 0.0722 0.0514 0.0188

In Table 1, the information entropy of the encrypted image is 7.9954, which is closer to 8
than the other two algorithms, which proves that the method can have a more average gray
value distribution after application. Our algorithm achieves the maximum information
entropy, which means it performs excellently compared with other methods.

Each digital image is not independent, and the correlation between adjacent pixels is
crucial. The calculation function is as Equation (16). One purpose of the image encryption
is reducing the correlation between pixels, making correlation analysis invalid. The smaller
the correlation value between pixels, the better the encryption effect and the safer the
information. A strong correlation must be broken to avoid the statistical attack. So, we
design correlation analysis experiments in three different directions and the directions
include horizontal, vertical, and diagonal direction. The data are in Table 1.⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

CR(p, px) = cov(p,px)
σp×σpx

,

cov(p, px) =
∑M

j=1(pj−E(p))×(pxj−E(px))

M

σp =
∑M

j=1(pj−E(p))2

M ,

E(p) =
∑M

j=1 pj
M

(16)
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So, we design correlation analysis experiments in three different directions where 2000
pairs of adjacent pixels are randomly selected for testing. The correlation coefficients in
the original image and the encrypted image are calculated in the horizontal, vertical, and
diagonal directions according to the above definition of the correlation coefficient. The
data are in Table 1. According to Equation (16), it can be known that the coefficient may
be positive or negative. When |CR| ≤ 0.3, it means that the correlation between the two
variables is extremely weak and can be regarded as irrelevant. From Table 1, we can see
that the correlation coefficient of the original image is close to 1, which means that there is a
high correlation between pixels. On the contrary, the correlation coefficient of the encrypted
image is close to 0, which means that the statistical characteristics of the encrypted image
are successfully disrupted. As shown, our method achieves better dispersion than other
algorithms in the horizontal, vertical, and diagonal direction and holds higher security.

Information hiding should realize the complete hiding of the secret message under the
premise of ensuring the quality of the original image. In [34], the experimental results prove
that there will be cases where secret message cannot be found to match it in the look-up
table. Hash codes are important features used in coverless information hiding. When the
range of generated features is large and different enough, hash codes are more diverse.
The paper designs new arrangements, and there are seven arrangements now. In addition,
we employ the two-level mechanism. Comparative experiments are performed on three
different images, as shown in Figure 5. In the same figure, the experiment compares the
generated types of hash codes by seven arrangements.

(a) (b) (c)

Figure 5. The three test images. (a) Lena, (b) Pepper, (c) Plane.

The results are put in Table 2 which has only one arrangement. From the data in Table 2,
we see that the types of hash codes generated under the two-level mechanism become larger,
that is, the designed model can find more different hash codes. The diversity of the hash
code is enhanced. However, the types of hash codes generated under a single arrangement
still cannot reach 256. Therefore, the paper increases the formation range of hash codes
and increases the diversity of hash code through the two-level mechanism and three new
arrangements to achieve 256 different hash codes. The method can generate enough unique
features in a non-overlapping way. To prove the effectiveness, a comparative experiment is
carried out on Figure 5 when hiding the same secret message.

From the data, we can see that the hash code value generated under the two-level
mechanism is larger, that is, the designed model can find more different hash codes. The
diversity of the hash code is enhanced. However, the types of hash codes generated when
a single arrangement is adopted still cannot reach 256. Therefore, the paper increases
the formation range of hash codes and increases the diversity of hash code through the
two-level mechanism and three new arrangements to achieve 256 different hash codes.
The method can generate enough unique features in a non-overlapping way. To prove the
effectiveness, a comparative experiment is carried out on Figure 5 when hiding the same
secret message. The size of the secret message is set as 6272 bits. The test and comparison
experiment results are shown in Table 3.
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Table 2. Types of different hash codes generated under different arrangements.

Hash Codes
[34] Two-Level Mechanism

Lena Pepper Plane Lena Pepper Plane

Arr.1 148 139 158 186 161 198
Arr.2 179 180 214 186 182 207
Arr.3 155 163 169 170 161 186
Arr.4 208 188 158 251 166 248
Arr.5 192 191 201 217 210 227
Arr.6 171 160 195 170 166 191
Arr.7 143 123 170 183 176 210

In the experiment, the size of the secret message is set as 6272 bits. The test and
comparison experiment results are shown in Table 3. Arr.4 is used in [34] and our method
selected three arrangements including Arr.2, Arr.4, and Arr.5. In Table 3, “Hash code(types)”
denotes the types of hash code generated, and “No-find(bits)” is that the secret message
cannot find the corresponding hash code. Since every 8 bits of secret information are
converted into ASCII code for embedding, the ASCII-code range is between 0 and 255.
Therefore, the hash code generated should be converted into ASCII code in 256 cases. It
can be seen from the test data that the previous method cannot produce enough types of
hash code. There is some message that cannot find the mapping relationship in the look-up
table. Our algorithm obtains more different hash codes, that is, the diversity of hash code is
increased by adding arrangements and the two-level mechanism. Due to the diversity of
hash code increasing, the number of no-find cases will decrease accordingly. We increase the
concealment rate of secret message through adding the two-level mechanism and designing
new arrangements. As the results in Table 3, when the same number of bits is hidden in the
same image, we can hide all secret message compared with the previous method.

Table 3. Comparison of the types of hash code and the number of the secret message cannot find.

Hiding Capability

[34] Our Method

Hash Code
(Types)

No-Find
(Bits)

Hash Code
(Types)

No-Find
(Bits)

Lena 208 156 256 0
Pepper 188 219 256 0
Plane 158 305 256 0

Our coverless information hiding method can store an infinite amount of secret in-
formation, but for ensuring the security and transmission space of the location table, we
also use reversible information hiding technology to embed the location table into the
original image. Therefore, the embedding capacity depends on the method of reversible
information hiding technology used. This paper adopts a simple PPE algorithm. After
hiding the secret data, the image carrying the secret message is put in Figure 6. The secret
message cannot be detected from Figure 6c by our eyes.

Reference [34] realizes the high capacity. The high hiding capacity is one of our goals
in the paper. The experiment of the capacity in the paper is compared with other methods
in Figure 5a, “Lena”. The test results are stored in Table 4, where the different image has
the different capacity with different embedding algorithms. The capacity represents the
largest length of secret message that can be hidden under the algorithm model. From the
data in Table 4, our method has the highest capacity to hide the secret message. Regarding
reversible information hiding technology, it can also be combined with technologies with
higher hiding ability. In the future, different reversible information hiding technologies can
be selected according to the size of secret data.
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(a) (b) (c)

Figure 6. The image with the secret message applying our method. (a) The histogram of the
predict error; (b) the histogram of predict error after embedding message; (c) the image carrying the
secret message.

Table 4. Comparison of the hiding capacity with other papers.

Approaches Capacity (bits)

HOGs [41] 8
DCT+LDA [42] 1–15
faster-RCNN [43] 20 and 25
[34] (non-overlapping) 6272
[34] (overlapping) 55,112
Our proposed method 84,005

In view of analyzing the image quality, this experiment is compared with several meth-
ods. This paper still uses the standard Peak Signal-to-Noise Ratio (PSNR) and Structural
Similarity (SSIM) to measure the quality of several methods. PSNR is one of the criteria for
measuring the invisibility of images embedded with watermarks in information hiding,
calculated by Equation (17).⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

PSNR = 10 × log10(
MAX2

I
ME

),

MAXI = 28 − 1,

ME =
∑rol

u=1 ∑col
v=1(puv − p

′
uv)

2

rol × col
,

(17)

where puv and p
′
uv, respectively, are the pixel value in the original host and the stego image.

rol and col denote the total number of image rows and columns.
SSIM is an index to judge the similarity between two images, and the calculation

function can be seen in Equation (18). Here, SSIM is used to measure the extraction quality
of secret information.

SSIM(I, I
′
) =

(2 × μI × μI′ + ca1)(2 × σI I′ + ca2)

(μ2
I + μ2

I′
+ ca1)(σ

2
I + σ2

I′
+ ca2)

, (18)

where μI and μI′ represent the average of I and I
′
. σI′ and σ2

I′ is the variance of I and I
′
.

σI I′ is the covariance. ca1 and ca2 are two constants to avoid dividing by zero.
Table 5 shows PSNR and SSIM for different methods without suffering any attacks.

From the calculation results, we can see that our method is the best performance of these
methods. This algorithm achieves excellent image quality when it has the same capacity
and can obtain the original secret message.
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Table 5. PSNR and SSIM about our proposed method and other papers.

Methods PSNR SSIM

Sahu and Swain [5] 51.25 0.999
Muhuri et al. [6] 51.668 0.998

Sahu and Swain [43] 48.2 0.997
[34] ∞ 1

Our method 52.024 1

In the network transmission, images may be intercepted or tampered with, so the
information hiding algorithm needs to have the ability to resist attacks, which we call
robustness. The robustness refers to the nature of an image with the secret message that
can still extract information after suffering the attack. To reflect the robustness of the model
designed, we compare it with the previous model. The experimental results are shown in
Table 6.

Table 6. The extraction rate using different methods under different attacks.

Attacks [34] Our Hiding Method

No attack 80.10% 100%
Median (3 × 3) 65.90% 72.60%
Median (5 × 5) 59.60% 68.20%

Gaussian low-pass filter (w = 3) 69% 75.80%
Gaussian noise (r = 0.001) 39.30% 6.90%

Salt and pepper noise 3.70% 1%
Speckle noise 39.90% 10.60%

Sharpening attack (r = 0.05) 88.50% 78.80%
Histogram equalization 0.80% 0.80%

Average filter 69% 77.30%
Motion blur 58.50% 59.70%

It can be seen from the extraction rate that under the same hidden capacity, our
algorithm has higher value, which means that our model has better robustness.

Pixel Difference Histogram (PDH) is an important indicator to measure security [44,45].
The PDH graph reveals the relationship between the pixel difference and the number of
occurrences of the difference. The X-axis represents the pixel difference between two con-
secutive pixels, and the Y-axis is the frequency of the difference. The zig-zag phenomenon
that appears in the PDH curve is called the undesired step effect. If this effect appears in the
curve, it is considered that the image hides the secret message. The greater the distortion of
the image containing the secret message, the corresponding PDH curve shows undesired
steps; conversely, when the distortion is very small, the PDH curve would look as smooth
as the original image.

The same secret message is hidden in three test images located in Figure 5. Figure 7a,d,g
are the curves using [34]. In this experiment, the first stage (coverless information hiding)
and the final image that carries the location table of our algorithm are represented in the
analysis, respectively. Figure 7b,e,f are the first stage and Figure 7c,f,i denote the results in
the final image.

It can be seen that these PDH curves are still as smooth as the original image after
hiding the secret message and they do not show the effects of any steps. Therefore, this
algorithm is undetectable by PDH analysis and is considered to have a certain degree
of security.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 7. The PDH analysis with different images: (a–c) are the results in “Lena”, (d–f) are the results
in “Pepper”, and (g–i) are the results in “Plane”.

5. Conclusions

Network transmission is a vital part of our modern life. With the convenience it brings,
information security issues follow. Information hiding has made great progress. Consid-
ering the problems of the previous work requires a large number of training databases,
has the low hiding rate, and occupies a big space. This work adopts a two-level mecha-
nism, look-up table, and reversible information hiding technology based on high-quality
information hiding. Through reversible information hiding, the additional storage and
transmission burden is solved. In addition, to further improve the security of the secret
message, a new encryption model is designed. Compared with different methods in the
experiment, our proposed model achieves high capacity and perfect hiding rate under the
premise of ensuring image quality. The robustness is achieved in the attack tests. To verify
the security, the PDH analysis is also performed. The test results prove that the method is
undetectable by PDH. Therefore, our algorithm can achieve better results in terms of image
quality, capacity, and security compared with other methods. The proposed symmetry
model is outstanding and efficient.

Furthermore, we can combine different methods with higher capacity and better
robustness in future work. In addition, more diverse hash codes or other feature values can
be designed to hide the secret message. The method is efficient in the paper, but once an
attacker masters our model, hidden information can be extracted or even tampered with.
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So, to further improve the security of secret messages, asymmetric mechanisms are also the
focus of our future research.
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Abbreviations

The following abbreviations are used in this manuscript:
I Original image
I′ Watermarked image
S Secret message
Initk Initial key on the encryption algorithm
Y One-dimensional sequence used for encryption
yn n-th value in Y
μ System control parameter
ejlk The k-th eigenvalue in the l-th sub-block
max_ejl The largest value in all eigenvalues of the l-th sub-block
Bjl The l-th sub-block of j-th block
hc Hash code
sum The length of secret message
p The pixel value in the image
ph The high-level plane
pl The low-level plane
w The number of bits divided in the plane
p̂r,i The predicted pixel value
pr,i The pixel value of the original image at row r and column i
er,i The error value between the pixel value and the predicted value
T Threshold
e′r,i The modified error value
p′

r,i The modified pixel value
si One bit in secret message S
IH(p) The average of the information
CR(p, px) Correlation coefficient between p and px
puv The pixel value in the original image
p′

uv The pixel value in the stego image
rol The total rows of image
col the total columns of image
PSO Particle Swarm Optimization
IWT Integer Wavelet Transformation
PEE Prediction Error Expansion
PDH Pixel Difference Histogram
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Abstract: Digital evidence is critical in cybercrime investigations because it is used to connect
individuals to illegal activity. Digital evidence is complicated, diffuse, volatile, and easily altered,
and as such, it must be protected. The Chain of Custody (CoC) is a critical component of the digital
evidence procedure. The aim of the CoC is to demonstrate that the evidence has not been tampered
with at any point throughout the investigation. Because the uncertainty associated with digital
evidence is not being assessed at the moment, it is impossible to determine the trustworthiness of
CoC. As scientists, forensic examiners have a responsibility to reverse this tendency and officially
confront the uncertainty inherent in any evidence upon which they base their judgments. To address
these issues, this article proposes a new paradigm for ensuring the integrity of digital evidence (CoC
documents). The new paradigm employs fuzzy hash within blockchain data structure to handle
uncertainty introduced by error-prone tools when dealing with CoC documents. Traditional hashing
techniques are designed to be sensitive to small input modifications and can only determine if the
inputs are exactly the same or not. By comparing the similarity of two images, fuzzy hash functions
can determine how different they are. With the symmetry idea at its core, the suggested framework
effectively deals with random parameter probabilities, as shown in the development of the fuzzy
hash segmentation function. We provide a case study for image forensics to illustrate the usefulness
of this framework in introducing forensic preparedness to computer systems and enabling a more
effective digital investigation procedure.

Keywords: blockchain; chain of custody; digital evidence; digital forensics; fuzzy hash; image forensic

1. Introduction

Any digital data containing trustworthy information that supports an event hypoth-
esis is considered digital evidence. Digital evidence’s extent is continuously increasing,
including both established and emerging technology such as computers, networks, memory,
and mobile devices [1]. Digital evidence has many features, including the ease with which
it can be copied and transferred, the ease with which it can be changed and deleted, the ease
with which it may be tainted by new data, and the fact that it is time-sensitive. Additionally,
digital evidence may be easily transferred across countries. As a result, managing digital
evidence is much more complex than processing physical evidence [2]. Digital evidence
may take the form of images, videos, text, or device logs. Additionally, it incorporates data
from social media platforms such as Twitter, Instagram, and Facebook [3–10].

There are many ways for enhancing the integrity of digital evidence. These techniques
include cyclic redundancy checking, hashing functions, digital signatures, time stamps,
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encryption, and watermarking. Each technique has a number of benefits and drawbacks;
see [8,11–14] for more details. The majority of digital forensic tools and apps use some kind
of hashing algorithm to ensure the integrity of digital evidence. Hashing is a cryptographic
method for determining an entity’s unique representation. When utilizing the conventional
hash, certain problems will occur, particularly regarding data integrity since digital data
can readily altered. Tampering will always be a problem. This occurs as a result of the
exchange procedure being poorly documented [15]. Additionally, a conventional hash
cannot be utilized to calculate similarity or to identify traces of evidence. Fuzzy hashing
is a kind of hashing that is used to determine the degree to which two entities are similar.
Fuzzy hashing enables the investigator to concentrate on possibly incriminating images
that would not be seen using conventional hashing techniques.

Meanwhile, a Chain of Custody (CoC) is a critical process in the management of
evidence and investigations. CoC is a term that refers to the process of preserving and
documenting the chronological history of digital evidence [4–6]. CoC and integrity of
digital evidence play a part in the digital process of forensic investigation since forensic
investigators must know where, when, and how digital evidence was found, gathered,
tracked, handled, and preserved throughout its trip to a court of law. A proper CoC
must include documentation that addresses each of these points. If any one of these
questions is left unanswered, the CoC is compromised and disturbed. Without a certificate
of conformity, the evidence is useless [7–15].

There are many indications that may be used to identify problems with the manage-
ment of CoC [6,16–19]: (1) threats to the data integrity of digital evidence throughout its
lifetime; (2) a massive amount of data is produced by billions of linked devices and must
be stored, presenting significant difficulties in ensuring authenticity; (3) because digital
evidence is complicated and volatile, and may be altered inadvertently or incorrectly after
acquisition, the CoC must guarantee that the evidence gathered is admissible in court; (4) as
the number of devices and types of software in the computer and information technology
fields continues to increase, cybercrime faces difficulties in terms of the amount of evidence
being examined; (5) documentation of the CoC is secure. This is a critical problem since
digital evidence may be copied and transferred to other systems; and (6) CoC adaptability
and capacity, which comes as a result of the growing amount of data produced by different
new digital forensics technologies.

To address the aforementioned issues, an integrated system is required. This system
must be capable of presenting data with established integrity and storing CoC for digital
evidence, providing an auditing facility to ensure the accuracy of forensic tools and their
application procedures, and preserving the artifacts of the evidence, in order for digital
evidence to be admissible in court [6,15]. The blockchain may be used to verify the validity
and legality of the processes used to collect, store, and transmit digital evidence, as well as
to offer a consolidated view of all CoC interactions [20].

In its simplest form, a blockchain is a collection of linked data structures called blocks
that store or monitor the state of any distributed system on a peer-to-peer network. Each
block is connected to the previous block via a special pointer called a hash pointer, resulting
in an append-only system, a permanent and irreversible history that can be used as a
real-time audit trail by any participant to verify the accuracy of the records simply by
reviewing the data itself [9]. The blockchain has been extensively utilized in a variety of
areas, including cloud security, IoT security, and digital forensics. Blockchain technology is
also a potential method for evidence verification and management in the area of digital
forensics, and it is being extensively explored [10].

Digital image forgeries are becoming more prevalent today since image manipulation
software is widely accessible and the usage of digital images has grown in popularity. One
cannot tell if the image is genuine or has been altered. Images may be altered by removing
a portion of the image, hiding an area within the image or altering the image in such a
way that the image information is misrepresented. These flaws erode the validity of digital
images [4]. Numerous methods are discussed in detail in order to identify image forgery.
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They are categorized as active or passive algorithms [5]. The active method involves
embedding a watermark into the picture. Because embedding watermarks in images needs
specially equipped cameras, this technique is very restricted in practice. In contrast, passive
methods to forgery detection rely on the evidence left on the image by various processing
stages during image modification. Passive may also be used to detect the amount and
location of forgeries in an image.

To summarize, computer forensics professionals use forensic software to acquire
copies or images of electronic equipment and to capture associated data. Recent advances
in forensic software allow for remote gathering and analysis. Even if it is impossible to
precisely quantify the uncertainty inherent in a piece of digital evidence, courts should
consult experts to get a sense of the data’s reliability. Every piece of digital data has some
degree of uncertainty, and an expert should be able to describe and estimate the degree of
certainty that can be put on a particular piece of evidence. If we do not attempt to quantify
uncertainty in digital evidence, one might argue that there is no foundation for assessing
the evidence’s dependability or correctness. Additionally, forensic examiners who do
not account for ambiguity throughout their analysis risk arriving at incorrect conclusions
during the investigation stage and finding it more difficult to defend their claims when
cross-examined.

This paper focuses on the research of protecting digital evidence that is uncertain,
which is still a challenging research topic that has not been studied much by researchers.
Traditional blockchain-based chain of custody is mainly based on a concise description of
the evidence under examination and some kind of hash code. However, the conventional
hash method is inefficient at dealing with identical files that arise from benign or mali-
cious alteration of the images examined by the forensic investigator. Utilizing fuzzy hash
functions enables forensic investigators to successfully deal with permissible alteration to
digital evidence, while using conventional hash methods is ineffective in this situation.

The remainder of this paper will be structured as follows. Section 2 discusses several
similar works and their benefits and drawbacks. The suggested framework is described in
Section 3. Section 4 outlines the experiments used to verify the proposed framework, and
Section 5 concludes the paper.

2. Literature Review

Numerous methods have been presented to enhance the quality of CoC. Several
blockchain-based secure digital evidence systems have been suggested in recent years. The
authors in [21] suggested a Blockchain-based Chain of Custody (B-CoC) to dematerialize
the CoC procedure while ensuring the integrity of gathered evidence and owner traceability.
B-CoC was shown to effectively assist the CoC process during the performance assessment.
However, the degree of anonymity for validators must be increased without modifying
security attributes. In a similar manner, the authors in [15] integrated the Digital Evidence
Cabinet (DEC) architecture with Blockchain. This prototype is referred as (B-DEC). B-DEC
makes use of data storage integrity to handle digital evidence that relates to DEC. DEC is
written in an XML format. However, the system must be capable of securely storing digital
evidence through software. It needs to significantly strengthen the protection of digital
evidence, such as via the use of encryption.

The work in [8] established a reliable time-stamping technique for protecting digital
evidence during the investigative process. Timestamps are acquired from a secure third
party in order to establish the date and time of the staff’s access to the evidence. A
significant issue here is that a reliable source of time is contingent on the setting of the clock
that produces it. Another similar study is [12], in which the authors utilized a variety of
security techniques to protect the integrity of the digital evidence, including (CRC—Hash
Functions—Digital Signatures). SHA512 was chosen for integrity protection based on tests
and evaluations since it is computationally extremely fast and least susceptible. However,
one may alter the original data, recalculate the hash, and then exchange the original hash
with the recalculated one, thus subverting the integrity service.
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The authors in [19] encrypted the XML structure on the digital chain of custody data
storage using the RC4 cryptography technique. One benefit of utilizing XML is that it is
simple for non-professionals to comprehend. Another issue is that XML does not need a
specific database management system to be opened. On the other hand, since the material
is accessible to everyone, the integrity of digital evidence cannot be accepted in court.
Additionally, RC4 encryption will take longer if the plaintext is lengthy. The researchers
in [22] evaluated two automated disk imaging programs (Encase and FTK Imager). These
programs claim that they protect the integrity of digital evidence by computing MD5
and SHA1 hashes of extracted data. The offered solution is both effective and practical.
However, MD5 and SHA1 hashes are insufficient to ensure the evidence’s integrity.

Z. Tian et al. [10] proposed a secure Digital Evidence Framework (Block-DEF) based
on Blockchain technology, with a loose coupling structure in which evidence and evidence
information are stored independently. The Blockchain is used to keep just the evidence
information, which is then kept on a trustworthy storage platform. Experiments demon-
strated that Block-DEF is a scalable framework; it ensures the authenticity of evidence and
strikes an appropriate balance between privacy and traceability. However, when adding a
new node to the blockchain it takes an inordinate amount of time to download and validate
the blockchain.

While earlier blockchain-based image forensics systems employed standard hashing,
the suggested approach uses fuzzy hashing to examine the blockchain validity (evidence
items) in order to better handle evidence item alterations induced by both benign and
malicious cyberattacks. When the similarity between two blocks surpasses 95%, the block
is considered to be original.

3. Methodology

This section explains the suggested methodology for integrating digital evidence in
the presence of certain defects (uncertainty of integrity) for many versions of the same
document. The phase of data gathering encompasses all image forensic-capture methods.
To maintain CoC throughout this phase, the examiner must adhere to forensic standards
while acquiring data sources (e.g., hard drives, network packet captures, OS and appli-
cation logs, memory contents, and mobile devices). With respect to the CoC, blockchain
technology, especially when combined with fuzzy hashing, has the potential to provide
tamper-proof recording of evidence. By using fuzzy hash functions, forensic investigators
may effectively address permitted modification of digital evidence, while traditional hash
techniques are useless in this scenario. The suggested framework’s fundamental process is
shown in Figure 1. Each stage will be discussed in depth.

The efficiency of the proposed system has been verified for application in the field
of image forensics. Only images are used in the paper. However, this is a universal
approach for different types of data such as audio, video, image, and files. The reasons
for choosing images in the application lie in the following factors: (1) a large number
of cases within the scope of the work of digital forensics experts are related to image
counterfeiting as they represent the main segment in transactions for individuals, such as
images of signatures and checks; (2) with the advancement and availability of powerful
image processing software tools and computer technology, it is very easy to manipulate
digital images. So, it is essential to determine the authenticity, integrity, reliability, and
origin of digital images; (3) images can be used in very important fields such as forensic
science, medicine, astronomy, and surveillance.

The investigator does not modify the evidence, but the evidence may be altered by be-
nign modification within some application such as compression. The pseudo-randomness
of cryptographic hash algorithms makes it hard to identify similar files even if one bit of
the input is changed. A hash function that does not retain the resemblance of files (e.g.,
different versions of a file) is necessary in the area of computer forensics. How forensic
investigators may use traces from such situations is becoming more difficult to determine.

372



Symmetry 2022, 14, 334

 

Figure 1. Proposed framework for protecting digital evidence integrity under uncertainty.
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3.1. Participants

Authorized parties (forensic investigation) gather digital evidence (images) and then
register it in blockchain. Lawyers, the police, the defense, and the court all participate in
forensic investigations because they need information regarding the CoC at various points
throughout an investigation. Only authorized parties have access to the data associated
with a specific piece of evidence [6]. Each authorized entity has a unique identity that is
publicly known, and he or she possesses credentials that enable authentication and action
throughout the CoC process [21].

3.1.1. Front End

This part is intended to serve as an interface for authorization, to access permissions,
and for media. It allows for the downloading of digital evidence and certificates of au-
thenticity, in line with access permissions and levels. The Blockchain interface enables
participants to see, invoke, and query blocks, transactions, and chain codes [15,20]. The
front end produces a hash of the digital evidence and a nonce that uniquely identifies it
(Evidence ID). As the hash generates the ID and the value nonce is randomly selected to
guarantee the uniqueness of the evidence’s identification, it aids in preserving the integrity
of digital evidence throughout its lifetime [21].

3.1.2. Evidence Log

The evidence log keeps track of user interactions with digital evidence. This Evidence
Log is implemented on the blockchain and contains information on each piece of evidence
on which decision-making depends, including its ID, a description, the submitter’s (cre-
ator’s) identity, and the full history of owners up to the present one, including the dates
of ownership transfers. The evidence log is built on top of a peer-to-peer network that
includes all authorized entities. A network of this kind may be split into two distinct groups
of nodes [15,21]: (1) validator nodes: they are primarily responsible for maintaining a copy
of the blockchain; validating transactions; and creating, proposing, and adding blocks
to the chain (i.e., participate in the consensus protocol). (2) Lightweight nodes: they are
considered clients of the chain since they just issue transactions and depend on validators
to add and validate them.

3.2. Blockchain

A blockchain is a decentralized ledger that is maintained by trustless nodes in a peer-
to-peer network. Data are stored on the blockchain in blocks that are linked through a
connection to the hash value of each block. It is not feasible to modify data in the midst
of a block [15]. The first responder initiates forensic-chain by hashing digital evidence
(image) and securely storing it on the blockchain through the smart contract. Additional
information such as the time and date of the incident, the location of the crime scene, the
address to which evidence is transferred, and the present condition of the evidence are also
stored on the blockchain. The chain of custody for digital forensics on the blockchain has
the potential to significantly improve forensic applications by ensuring the integrity and
security of digital evidence while achieving the intended result [9].

As there are just a few peers connected to the network, the block size on the blockchain
is smaller. In contrast, not all nodes are required to download the whole blockchain in
order to be operational. Some members in the blockchain network participate just for the
purpose of making transactions and not for the purpose of verifying them. Full nodes are a
subset of nodes that fall into this category. Participation in the current transaction requires
the use of complete nodes. The block headers and transactions in each block must be
downloaded in their entirety, which implies users must download the whole blockchain’s
contents. With the ever-increasing size of the blockchain, scalability also becomes a problem.
Furthermore, the blockchains’ number is determined by the number of available digital
pieces of evidence.
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The proposed system depends on the piecewise hashing technology for cryptography
since the main contribution is to handle uncertainty in CoC. Piecewise hashing uses an
arbitrary hashing algorithm to create many checksums for a file instead of just one. Rather
than generating a single hash for the entire file, a hash is generated for many discrete
fixed-size segments of the file. The following characteristics describe this particular kind
of hashing: (1) a hash function should be computationally difficult to reverse “pre-image
resistance”; (2) it should be difficult to discover another input with the same hash if you
know the hash of the input you’re looking for “second Pre-Image Resistance”; (3) it should
be difficult to locate two inputs of the same length that have the same hash value if this
characteristic is present “collision-free hash function” [22–24].

3.2.1. Piecewise Hashing

To account for the uncertainty associated with evidence item changes, we utilized
Fuzzy Hashing (FH) rather than conventional hashes such as SHA 256 in our study. FH,
also known as Context-Triggered Piecewise Hashing (CTPH), is a mix of Piecewise and
Rolling Hashing (RH). Unlike traditional hashes, where their hashes (checksums) can be
interpreted as correct or incorrect, and as black or white, CTPH is more akin to the “grey
hash type” as it can identify two files that are likely near duplicates of one another but
would not be detected using traditional hashing methods [23]. RH generates ‘segments’
of conventional hash strings by generating a pseudo-random value depending on the
context of the input. In comparison, PH (Piecewise Hashes), such as conventional hashes,
produce a final checksum for the whole picture. They circumvent the latter’s restrictions
by segmenting the whole image into defined segments and then generating hash values
for each of these parts. Finally, the produced values comprise the final hash sequence. FH
employs the concept of PH to preserve data similarity in this study. Additionally, PH was
designed to minimize possible mistakes during forensic imaging, ensuring that the data’s
integrity is absolute and complete since only one hash segment is void [23,24].

3.2.2. Approximate Matching

Approximate matching is an exciting new technique for determining the similarities
between two digital objects. Numerous approximation matching techniques developed
to address contemporary issues in digital forensics are essentially based on the capacity
to describe objects as sets of characteristics, which simplifies the similarity problem by
limiting it to the well-defined domain of set operations [25]. There are eight well-known
approximation matching algorithms, including the following ssdeep, sdhash, mrsh-v2,
bbHash, mvHash-B, SimHash, saHash, and TLSH. While the first three algorithms remain
expanded and relevant, the last four algorithms are less promising in terms of digital
forensics for a variety of reasons, including recall and accuracy rates, runtime efficiency, and
detection capabilities. For cross-correlation, the final method (TLSH) is less powerful than
sdhash and mrsh-v2 [25]. While ssdeep is the most well-known CTPH use today, another
method, Multi-Resolution Similarity Hashing, version 2 (MRSH-V2), has been suggested
based on the same principles or enhancements to the original ssdeep algorithm [26].

In ssdeep, the system computes the similarity of two files based on their signatures
throughout the comparison process [26]. Ssdeep analyzes two strings and calculates the
least number of operations required to convert one string into the other using an edit
distance method based on Levenshtein distance. While ssdeep is very efficient at detecting
similarities between text files, it has a poor detection rate for images due to the possibility
of an active adversary exploiting it [23]. In comparison, Sdhash (Similarity Digest hash)
encodes the output hash features with a low empirical probability using Bloom Filters. Its
results are based on a “similarity score calculated by computing the normalized entropy
of the digests, which runs from 0 to 100, with 0 being a mismatch and 100 representing a
perfect or near match. The sole drawback discovered for sdhash was its execution time [23].

Mrsh-v2 overcomes ssdeep’s limitations and becomes quicker than sdhash [25]. The
main objective of MRSH-v2 is to compress and produce a similarity digest for every byte
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sequence. Similarity digests are constructed in such a manner that they may be compared
to one another, generating a similarity score. Each digest of similarity is composed of
Bloom filters. To generate the similarity digest, MRSH-v2 divides the input into roughly
160-byte pieces (sub hashes). These chunks are hashed using FNV (Fowler/Noll/Vo) Fast
non-cryptographic hash function to establish the Bloom filter’s five bits. To chunk the input,
it employs a seven-byte window that glides across it byte by byte. Approximate matching
is accomplished by comparing similarity digests. A pairwise comparison of two file sets is
needed to compare them [27,28].

The root node of a hierarchical Bloom filter tree is a Bloom filter that represents the
whole collection. When searching for an image, if a match is discovered at the root of the
tree, all of the tree’s child nodes may be searched. The method of determining if a file
matches a Bloom filter node is identical to that of adding a file to the tree. Rather than
putting each hash into the node, the sub hashes are compared to the Bloom filter to see
whether they are included inside it. If a node has a certain number of consecutive hashes, it
is considered a match [27].

3.2.3. Similarity

A similarity tool’s ultimate aim is to function as a drop-in substitute for the crypto
hashes used in forensic file practice for file filtering [28]. Approximate matching may be
accomplished using two distinct abstractions: byte wise matching and semantic match-
ing. (1) Byte wise matching: this algorithm works at the byte level and accepts only byte
sequences as input. Byte wise algorithms serve two primary purposes. A feature extrac-
tion function detects and extracts properties from objects in order to compress them for
comparative purposes. Then, a similarity function compares these compressed versions
in order to provide a normalized match score. Typically, this comparison is made using
string formulae such as Hamming and Levenshtein distances [25]. Byte-wise has a number
of restrictions, including [25]. (1) It is unable to detect similarities at a higher level of
abstraction, for example, semantically. (2) It is unable to properly match two image files
that contain the same semantic image but are stored in various file kinds and formats as a
result of their differing binary encodings. (3) Due to the absence of a universally accepted
definition of similarity, not all types of byte-level similarity are equally useful since certain
artifacts (e.g., headers and footers) are trivial and result in false positives.

This research focuses on the second type, (2) semantic matching, which operates on
the content visual layer (i.e., digital evidence images) and thus closely resembles human
behavior, for example, the similarity of the content of a JPG and a PNG image, despite the
fact that the image file types are different. To put it another way, two images are semantically
similar if they convey the same information. For instance, a JPG file is semantically
equivalent to an exported PNG file containing the same image. Their cryptographic hashes
will not be same, but the images will be identical [25]. To compare two hash values, a
comparison function is required. The comparison function takes two hash values as input
and returns a number between 0 and X, where X is the maximum match score. A score of X
indicates that the hash values are identical or nearly similar, implying that the input files
are also identical or nearly identical. The similarity score should ideally be between 0 and
100 and expressed as a percentage.

The suggested framework uses MRSH-v2 for creating the digital grey hash for each
block within the blockchain network that utilizes the Hierarchical Bloom Filter Tree (HBFT)
approach. As stated in [27], HBFT is quite good at detecting files that share at least 40%
of their content, and it has excellent recall when dealing with identical sets of data. This
means that the HBFT data structure is an effective alternative to all-against-all comparisons
while also delivering significant speed benefits. The HBFT approach yielded a recall level
of 95% for similar files when using mrsh-v2 as ground truth. Therefore, the proposed
framework has considered 95% as the appropriate metric for resemblance [28]. See [29–34]
for more information regarding fuzzy hashing techniques.
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3.3. Peer to Peer (P2P) Network

P2P is used to create the network architecture and to facilitate communication between
the blockchain layer and the rest of the network (responsible for constructing a blockchain
for each node in the underlying network). The majority of blockchain schemes use a
peer-to-peer network as a blockchain network. This work utilizes a peer-to-peer network
to organize nodes, offers peer-to-peer routing, secures the transfer of proof information,
and maintains the Blockchain’s consensus. Existing peer-to-peer network methods may be
utilized directly or modified to build the Blockchain’s network [10].

3.4. Consensus Mechanism

The blockchain consensus process selects a node to generate and broadcast the
blockchain next block and ensures that each node’s blockchain is consistent [10]. A
blockchain transaction is verified via the application of a consensus concept. Consen-
sus ensures that each transaction has its own independent witness mechanism. On the
blockchain, there are many forms of consensus, including Proof of Work (PoW), Proof of
Stack (PoS), and Proof of Authority (PoA). Consensus types vary according to how the
blockchain interacts with data storage [15].

With PoW, nodes compete against one another by solving a mathematical problem
to confirm transactions and create new blocks. While solving a block is a computationally
demanding job, validating it is straightforward. To further incentivize such a system,
solving a block also results in the mining of a certain number of bitcoins, which serves as
the incentive for block makers (often referred to as miners) [21]. PoW is suitable for permis-
sionless networks, that is, networks in which nodes may join without prior authorization.
The primary disadvantage of PoW is its high energy consumption, which also precludes
its use in some situations [21]. This has resulted in the study of other types of blockchain
consensus, such as PoA. This study focuses on PoA, which is usually used in permissioned
networks, i.e., networks in which nodes cannot join and become validators freely. With
the PoA, validators must be pre-authorized and their identities must be known. As a
consequence, behaving maliciously leads in a loss of personal reputation and, eventually,
expulsion from the validator set [21].

3.5. Hyperledger Blockchain Platform

Hyperledger Fabric (HLF) is a blockchain-based system for electronic digital record
exchange across several organizations. Recently, several blockchain systems have been cre-
ated by different businesses, including Ethereum, Corda, and Ripple [35]. The Hyperledger
Composer (HLC) is a framework for building blockchain applications that significantly
speeds up and simplifies the process of designing blockchain use cases. One of the many
benefits of HLC is that it is completely open-source, with an open governance architecture
that allows for contributions by anybody [6]. By design, HLC satisfies all of the criteria
for developing an automated system that is both robust and secure in its recording of all
the information related to the evidence collection process for a specific cyber forensic case.
HLC is compatible with and runs on top of the current HLF blockchain architecture and
runtime, enabling pluggable blockchain consensus protocols to guarantee that transac-
tions are verified according to the policy established by the designated business network
members [6].

The proposed framework in this article is based on HLF and HLC and offers the
following major benefits [6,36]: (1) it is distinguished from the others by its usage of the
permissioned blockchain idea, in which transaction processing is delegated to a select group
of trustworthy network members; (2) as a consequence, the resulting environment is more
regulated and predictable than public permissionless blockchains; (3) block generation
does not require resource-intensive computations associated with PoW techniques; (4) due
to its modular nature, it enables the employment of a variety of methods to achieve
agreement among business process participants; and (5) Ethereum is probably not the ideal
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cryptocurrency to use for crime-scene investigation. Digital forensic investigations require
confidentiality and are conducted by genuine and trustworthy parties.

From a functional standpoint, the HLF network’s nodes are classified as follows [36]:
(1) clients initiate transactions, participate in their processing, and broadcast transactions to
ordering services; (2) peers execute the transaction processing workflow, verify them, and
maintain the blockchain registry; the blockchain registry is an append-only data structure
that contains a hash chain of all transactions, as well as a concise representation of the latest
ledger state; (3) Ordering Service Nodes (OSN) or, simply, orders establish the general
order of all transactions in the blockchain using the distributed consensus algorithm; each
transaction contains updates to the system’s state, the history of which is stored in the
blockchain, and cryptographic signatures of endorsing peers; the separation of processing
nodes (peers) and transaction order keeps HLF’s consensus as modular as feasible and
facilitates protocol replacement.

To define business processes within the framework of the (HLF and HLC) platform, a
variety of concepts are employed, the most important of which are assets, participants, and
network-stored transactions. (1) Assets: anything of value that can be traded or shared via
a network is considered an asset. The suggested approach treats digital evidence and the
comprehensive information associated with it as an asset that is kept in HLC’s asset registry.
(2) Collaborators: participants in the forensic chain model are forensic investigators. In
HLC, the participant’s structure is represented using a file. It is possible to generate new
instances of the modeled participant and add them to the participant register.

Additionally, HLC needs blockchain IDs as a form of identification, and an identity
registry stores a collection of mappings between identities and participants. At any point
in time, admin peers controlled by companies in the hyperledger composer blockchain
consortium may add new participants with suitable identity responsibilities to address
a specific scenario. Participants may exchange information in a secure manner using the
channels available on the (HLF and HLC) platform. (3) Transactions are used to explain
the activities that participants may take on assets as they travel through the network.
Transactions in the proposed framework either record information about the evidence or
the evidence transfer event on the network. See [37–40] for more information regarding
hyperledger blockchain platform.

3.6. Evidence Database

The evidence database is a standard database and/or file repository that stores the
actual digital evidence together with an identification ID computed from the evidence’s
hash and a nonce. This database is disseminated and is maintained by a number of
reputable organizations (e.g., law, court, officers). Additionally, each access is granted only
if the asking organization is allowed to provide it in accordance with its function. There are
two reasons for this split (between the Evidence Log and the Evidences database). To begin,
evidence may be too big to be kept effectively on the blockchain (for example, a piece of
evidence may be a bit-by-bit copy of a storage device of several TBs of capacity). Second,
and most crucially, if pieces of evidence are kept on the blockchain, they are accessible to
all nodes in the blockchain network, while only authorized nodes should be permitted to
collect evidence. As a result, we keep just information on the CoC process and a hash of the
evidence in the blockchain, which enables us to check the integrity of pieces of evidence
throughout acquisition [21]. See [41–47] for more information about protecting digital
evidence integrity and preserving chain of custody.

4. Performance Evaluation and Analysis

Performance is the most desired characteristic of any problem-solving endeavor, and
this is also true for Blockchain-based solutions. We utilized Hyperledger Caliper to assess
the performance of our prototype. Caliper enables users to benchmark the performance of
various blockchain systems against a specified set of use cases and produce reports that
include performance metrics such as transactions per second (tps) and transaction latency
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(the time elapsed from the issue of the transaction to its inclusion in the blockchain). The
experiments were conducted on an Intel Core i7–5500U, 2.4 GHz processor, 8 GB DDR3
RAM laptop, and Windows 10 operating system. The code was written in Python language
using Python 3.6 software.

4.1. Performance Analysis

The first set of experiments was implemented to test our prototype using Caliper’s
2-organization-1-peer and 3-organization-1-peer network models with four clients in the
first round of tests. To ascertain our suggested framework’s transactional efficiency, we
created a test file that targeted two primary functionalities of our framework, namely,
evidence creation and evidence transfer, due to their direct participation in changing the
Blockchain state. We conducted ten rounds of testing with varying transaction volumes
and send transaction rates. Multiple runs of the test were required to get the average values
of performance indicators with a low chance of error. Tables 1 and 2 show the latency and
throughput for various rounds of 2-organization-1-peer and 3-organization-1-peer network
architectures. The performance assessment results indicate that the prototype’s throughput
achieves a maximum value and then begins to decrease as the transmit rate increases. The
highest throughputs obtained in 2-organization-1-peer and 3-organization-1-peer network
architectures are 15 tps and 10 tps, respectively. Additionally, the results indicate that
increasing the number of peers reduces the prototype’s throughput, which is consistent
with the characteristic of Hyperledger-based consortium Blockchains.

Table 1. Performance evaluation results with 2-organization-1-peer network mode.

Round
Send Rate

(tps)
Max Latency

(s)
Min Latency

(s)
Avg Latency

(s)
Throughput

(tps)

1 6 0.85 0.70 0.77 5
2 11 1.18 0.74 0.98 9
3 16 1.46 0.49 1.13 13
4 21 2.89 0.61 1.93 14
5 26 4.06 0.84 2.72 14
6 30 5.80 1.05 4.37 15
7 35 7.27 1.32 5.76 15
8 40 21.61 8.36 16.15 8
9 43 11.49 2.49 8.38 15
10 49 13.88 8.57 11.85 13

Table 2. Performance evaluation results with 3-organization-1-peer network framework.

Round
Send Rate

(tps)
Max Latency

(S)
Min Latency

(S)
Avg Latency

(S)
Throughput

(tps)

1 6 1.24 1.01 1.16 5
2 11 8.32 2.74 6.34 4
3 16 4.60 1.00 3.13 8
4 21 8.42 5.24 7.01 8
5 26 9.56 3.95 7.11 10
6 30 11.62 3.85 9.07 10
7 33 14.16 3.22 10.99 10
8 39 17.16 10.77 14.34 9
9 46 47.84 19.93 34.37 5
10 50 19.35 12.21 16.29 10

The second round of tests assessed the block generator’s load, which is used to
determine the distribution of blocks generated by each node. This shows if each node in the
blockchain network being used has an equal probability of producing blocks. We utilized a
1000-node architecture in the simulator and created 105 blocks sequentially, counting the
blocks generated by each node. The cumulative percentage of produced blocks containing
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x nodes is shown in Figure 2, where k is the number of node names. The more evenly
distributed the load, the more likely the line will be straight. When k equals one, the
curve exhibits a sharp rise. The demand on the generator is balanced evenly by increasing
the number of node names. The greater the number of node names, the more linear the
growth becomes. However, as the number of node names grows, load balancing’s growth
impact progressively diminishes. By adding a modest number of node names, these block
generators may significantly improve load balancing. The number of blocks produced is
centered on the mean. In general, when k equals 5, the load balancing impact is satisfactory
for the block generator.

 

Figure 2. The cumulative distribution of generated blocks.

The third set of experiments was conducted to evaluate the size of the blockchain
against different numbers of blocks on a topology with 1000 nodes. The name number was
set to one and the group size variable, h, was set to three bits for the topology. A block could
contain no more than 2000 transactions. Following that, we determined the blockchain’s
storage capacity on each node. We were primarily concerned with the distribution of full
blocks (block headers and contents) and the blockchain’s size. The distribution of full
blocks stored by each node represented the blockchain’s load balancing mechanism. We
conducted the experiment three times. Each time, we adjusted the variable h to create a
new group size and then counted the number of full blocks stored in each node. Figure 3
illustrates the blockchain’s size as a function of the block count. The maximum, mean, and
minimum blockchain sizes are all determined using the mixed blockchain, whereas the
entire blockchain size is determined using a typical scenario in which all nodes hold the
whole blockchain. The mixed blockchain is much smaller than the regular blockchain. For
all four kinds of outcomes, the blockchain’s size grows linearly as the number of blocks
increases, which is consistent with the theoretical theory.

We conducted the last set of experiments to determine the time required to conduct a
full search, in comparison to MRSH-v2, and to determine the approach’s success in locating
the 100 “illegal” files included verbatim in the hard disk image, as well as the 40 files
from the image that are similar to “illegal” files, as defined by MRSH-v2. A collection
of simulated “known-illegal” images consisted of 4000 images plus 140 more images, as
follows: within the 4000 “illegal” images, there were 100 images; 40 images were not
included in the “illegal” images but showed a high degree of resemblance to images in the
corpus, as determined by MRSH-v2.
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Figure 3. The blockchain’s size as a function of the block count.

The main measure was the time needed to execute the whole process, which included
the time required to construct the tree, search the tree, and perform pairwise comparisons
at the leaves. MRSH-v2 ran for a total of 2592 s. Figure 4 illustrates the running times. The
tree was constructed using the smaller sample of 4000 “illegal” images, and then searches
were performed for all of the images in the bigger corpus. The “Search Time” column
covers both the time spent searching the tree and the time spent doing leaf comparisons.
As anticipated, having more leaf nodes resulted in the quickest execution time. The entire
duration of the race was 1182 s (a 54% reduction in the time required for an all-against-all
pairwise comparison). Due to the paired approach’s lack of scalability, this discrepancy is
expected to be much more apparent with bigger datasets.

 

Figure 4. Time to search for planted evidence (including pairwise comparisons).
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4.2. Analysis of Possible Attacks

As far as forensics are concerned, both blacklisting and whitelisting attacks are dis-
cussed in this section. Anti-blacklisting/anti-whitelisting may be used to conceal informa-
tion from the perspective of an attacker. An active attacker manipulates a file such that
fuzzy hashing does not recognize the files as being identical, which is what is meant by
“anti-blacklisting.” If a human observer cannot tell the difference between the original and
the manipulated version, we consider the attack to be effective. If a file was successfully
modified, it would be labelled as an unknown file rather than a known-to-be-bad file. This
anti-blacklisting attack aims to alter a single byte inside each chunk while keeping track
of the exact locations of the trigger points. Change the triggering such that the extent of
each change is determined by the Hamming distance, which is the most apparent concept.
As stated in [33], in a worst-case scenario, each building block has a Hamming distance
and a ‘one-bit change’ is enough to manipulate the triggering. In this case, an active adver-
sary approximately needs to change one bit for each position. Actually, a lot of 100 more
changes needs to be done as there are also positions where the Hamming distance has
small distance.

For anti-whitelisting to work, the attacker must utilize a hash value from one of the
files on the whitelist in order to change another file (typically one of the bad ones) such
that the new file’s hash value is identical to one on the whitelist. An attack is deemed
effective if a human observer cannot detect any differences between the original and altered
versions. Since files may be created for a given signature by generating legal trigger
sequences for each building block and inserting zero-strings in between, this technique is
not considered preimage-resistant. Even though it should be feasible, changing the hash
value of a particular file will lead to a worthless file. An active adversary’s initial action
is to delete all currently active trigger sequences. As a second step, he must completely
mimic the white-listed file’s triggering behavior, which will result in many additional
modifications to the system.

5. Conclusions

The integrity and credibility of the digital evidence in a single process for managing
the chain of custody are critical components of these operations (or chain of evidence).
The purpose of this study is to determine the efficacy of fuzzy hashing algorithms inside
blockchain technology, as opposed to conventional cryptographic hash algorithms, in
preserving the integrity of digital evidence in image forensics for assessing similarities.
We developed and tested a prototype of a forensic chain model based on a hyperledger
composer. According to the performance evaluation, fuzzy hash-based blockchains proved
to be an effective support for the chain of custody process due to their ability to sustain a
realistic workload with a manageable overhead in terms of memory used to store the chain
and their ability to handle the chain of custody-related uncertainty. Future work includes
testing the efficiency of the suggested framework when handling a large number of digital
pieces of evidence.
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Abstract: In the past, because computer programs were restricted to perform only simple functions,
the dependence on software was not large, resulting in relatively small losses after a failure. However,
with the development of the software market, the dependence on software has increased considerably,
and software failures can cause significant social and economic losses. Software reliability studies
were previously conducted under the assumption that software failures occur independently. How-
ever, as software systems become more complex and extremely large, software failures are becoming
frequently interdependent. Therefore, in this study, a software reliability model is developed under
the assumption that software failures occur in a dependent manner. We derive the software reliability
model through the number of software failure and fault detection rate assuming point symmetry.
The proposed model proves good performance compared with 21 previously developed software
reliability models using three datasets and 11 criteria. In addition, to find the optimal release time, a
cost model using the developed software reliability model was presented. To determine this release
time, four parameters constituting the software reliability model were changed by 10%. By comparing
the change in the cost model and the optimal release time, it was found that parameter b had the
greatest influence.

Keywords: non-homogeneous Poisson process; dependence failure; software reliability; software
reliability model; cost model

1. Introduction

Software, one of the main components of a computer, plays an important role in
the operation of physical devices. Software was originally developed with the ability to
perform extremely small or simple functions. Currently, however, embedded systems
that perform multiple functions are being developed. With the rapid development of the
software market, technology has also developed, and software is now being used in all
fields. Recently, the Internet of Things (IoT) based on the combination of various software,
has been commercialized. Furthermore, AIoT (Artificial Intelligence of Things) combined
AI (Artificial Intelligence) with IoT (Intelligence of Things) is developing [1]. It means that
software has become a very important part not only in the industrial field but also in our
daily life.

A software failure is caused by various faults (coding or system errors, etc.). In the past,
software failures caused relatively small losses because the degree of software dependence
was not as large. However, in today’s world, the degree of dependence on software is
extremely high, and thus software failures can cause significant social and economic losses.
Therefore, we measured the software reliability, which indicates the ability of a software
program to avoid failure for a set period of time and refers to how long the software can be
used without such a failure.

Symmetry 2022, 14, 343. https://doi.org/10.3390/sym14020343 https://www.mdpi.com/journal/symmetry385



Symmetry 2022, 14, 343

Early research on software reliability was conducted based on the assumption that
software failures occur independently. Goel and Okumoto proposed the GO model, which
is the most basic non-homogeneous Poisson process (NHPP) software reliability growth
model [2]. The Hossain, Dahiya, Goel and Okumoto (HDGO) model further extended the
GO model [3]. Yamada et al., Ohba, and Zhang et al. [4–6] proposed an NHPP S-shaped
curve model in which the cumulative number of software failures increases to the S curve.
In addition, Yamada et al. [7] proposed a new model in which the test effort invested during
phase was reflected in the software reliability model. It is a model that reflects even the
resources consumed for testing in the previously developed model. Furthermore, Yamada
et al. [8] developed a software reliability model with a constant fault detection rate of
b(t) = b, assuming incomplete debugging, in which faults detected during the test phase
were corrected and removed.

The model developed by extending the above approach involved a generalized in-
complete debugging-error detection rate model. Here, the fault detection rate b(t) of the
model is not a constant but rather a different function [9–14]. It started from the software
error causing the failure being immediately eliminated and so a new error can be gen-
erated [9]. It progressed to that during the fault removal process, whether the fault is
removed successfully or not, new faults are generated with a constant probability [13,14].
In addition, because the operating environment of the software is operated differently
for each software program, a comparison is difficult to achieve. Therefore, in [15–17], a
software reliability model was developed considering uncertain factors in the operating
environment. Currently, research using non-parametric methods such as deep learning or
machine learning is also being conducted [18–21].

Recently, finding the most optimal model for reliability prediction is an important
concern. Through combination of analytic hierarchy method (AHP), hesitant fuzzy (HF) sets
and techniques for order of preference by similarity to ideal solution (TOPSIS), Sahu et al.,
Ogundoyin et al., and Rafi et al. [22–24] found the most optimal software reliability model.

However, software failures often occur in a dependent manner because the developed
software is composed of extremely complex structures [25]. Here, the dependent failure
means that one failure affects other failures or increases the failure probability of other
equipment [26,27]. There are two main types of dependent failure. A common cause failure
is when several pieces of software fail simultaneously due to a common cause, and a cas-
cading failure is a case in which a part of the system fails and affects other software as well.
A software reliability model assuming a dependent failure was developed from the number
of software failures and the fault detection rate, which have a dependency relationship in a
software reliability model assuming incomplete debugging [28]. In addition, Lee et al. [29]
presented a model that assumes that if past software failures are not corrected well, they
will continue to have an effect.

In this study, a new software reliability model is developed under the assumption that
software failures occur in a dependent manner. It is suitable for a general environment.
We show the superiority of the newly developed dependent software reliability model
through a comparison under various criteria. In addition, determining the optimal release
time of the developed software is also important. If the test period is long, the software
will be reliable, but the software development cost will increase. If the test period is short,
the reliability of the product may decrease. Therefore, it is important to find a balance
between time to market and minimum cost taking into account the installation costs, test
costs, and error removal costs, etc. We propose a cost model that combines the proposal
software reliability model and the cost coefficient [30–33]. In addition, among the various
parameters of the proposed model, we propose a parameter that has a significant influence
on predicting the number of cumulative failures through a variation in the cost model
for changes in the parameters [34,35]. Section 2 introduces a new dependent software
reliability model and its mathematical derivation. Section 3 introduces the data and criteria,
as well as numerical results. Section 4 describes the optimal release time, and finally, in
Section 5, we present our conclusions
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2. New Dependent Software Reliability Model

Software reliability refers to the probability that the software will not fail a system for
a certain period of time under certain conditions. In other words, it evaluates “how long
the software can be used without failure”. The reliability function used to evaluate this is
as follows:

R(t) = P(T > t) =
∫ ∞

t
f (u)du (1)

This denotes the probability of the software operating without failure over a specific
time t. Here, the probability density function f (t) assumes the software failure time or
lifetime as a random variable T. When measuring reliability function R(t), it is assumed
that it follows an exponential distribution with parameter λ. In addition, it is assumed
that the number of failures occurring in given unit time is a Poisson distribution with
parameter λ. When λ is a constant, it is the most basic form, and is called a homogeneous
Poisson process. Extending this process, many researchers adapt a model where λ is an
intensity function λ(t) that changes with time rather than a single constant by setting λ as a
non-homogeneous Poisson process(NHPP) rather than as a homogeneous Poisson process.

Pr{N(t) = n} =
{m(t)}n

n!
e−m(t), n = 0, 1, 2, · · · , t ≥ 0 (2)

In Equation (2), N(t) is the Poisson probability density function with the time de-
pendent parameter m(t). The m(t) is a mean value function which is the integral of λ(t)
from 0 to t in Equation (3). The λ(t) is the intensity function indicating the number of
instantaneous failures at time t.

m(t) = E[N(t)] =
∫ t

0
λ(s)ds (3)

A general class of NHPP software reliability models was proposed by Equation (9) to
summarize the existing NHPP models as follows:

dm(t)
dt

= b(t)[a(t)− m(t)] (4)

where, the m(t) is calculated using the relationship between the number of failures a(t) at
each time point and a fault detection rate b(t) assuming point symmetry in Equation (4).
Various software reliability models have been developed based on the assumption that
software failures occur independently.

However, software failures occur not only independently but also dependently. If the
failure is not completely fixed, it will continue to affect the next failure. In addition, as the
system becomes more complex, the relationship between failure and failure also shows the
dependent relationship because of the dependent combination of several software. There-
fore, in this study, we assume that failure is dependent on other failures. The mean value
function m(t) based on NHPP software reliability model using the differential equation is
as follows:

dm(t)
dt

= b(t)[a(t)− m(t)]m(t) (5)

In Equation (5), the m(t) is multiplied once more to assume that the failure occurring
from 0 to t affects another failure. We assume:

a(t) = a(1 + αt), b(t) =
b

1 + ce−bt (6)

where, a(t) is the number of software failures at each time point and b(t) is the fault
detection rate. Parameter a is the expected number of faults, α is the increasing rate of
the number of faults, b is the shape parameter, and c is the scale parameter. When time
t changes, the change according to the values of parameters b and c in the fault detection
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rate b(t) are as shown in Figure 1. When b is 1, it is blue, and when it is 1.5, it is red. In
addition, when c is 1, it is a dashed line, and when it is 2, it is a dotted line. It can be seen
that the larger b is, the larger the b(t) is.

 
Figure 1. b(t) according to the changes in parameters b and c.

When solving the differential equation by substituting a(t) and b(t) for m(t) in
Equations (5) and (6), we obtain Equation (7):

m(t) =

(
c + ebt

)a( c+ebt

c

)aαt
e

aαLi2(
ebt+c

c )
b

∫ (c+ebt)
a( c+ebt

c

)aαt
e

aαLi2(
ebt+c

c )
b bebt

c+ebt dt + C

(7)

where Lis(x) = ∑∞
n=1

xn

ns is a polylogarithm when s = 2. At this time, α = 0 in a(t).

m(t) =
h
(

c + ebt
)a

h
[∫ t

0
(ebx+c)

a
bebx

c+ebx dx
]
+ (1 + c)a

(8)

where h is the number of initial failures. In Equation (8),
∫ t

0
(ebx+c)

a
bebx

c+ebt dx is calculated

through an integration using substitution. When u = c + bebx and du = bebxdx, it is the
same as in Equation (9).

∫ t

0

(
ebx + c

)a
bebx

c + ebt dx =
∫ c+bebt

c+b

ua

u
du =

∫ c+bebt

c+b
ua−1du =

ua

a
=

(
c + ebt

)a

a
(9)

Substituting the result of the substitution integration into Equation (8), the final m(t)
is given by Equation (10).

m(t) =
a

1 + a
h

(
1+c

c+ebt

)a (10)

This can be presented as a general model of a dependent failure occurrence in the
software reliability model. When t = 0, m(t) is m(0) = ah/(a + h). Table 1 shows the value
of m(t) of the existing software reliability model and the model proposed in this study.
From models 19–22, it is assumed that a failure occurs in a dependent manner.
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Table 1. Software reliability models.

No. Model Mean Value Function Note

1 Goel-Okumoto (GO) [2] m(t) = a
(

1 − e−bt
)

Concave

2 Hossain-Dahiya (HDGO) [3] m(t) = log

[
(ea−c)(

eae−bt −c
)
]

Concave

3 Yamada et al. (DS) [4] m(t) = a
(

1 − (1 + bt)e−bt
)

S-Shape

4 Ohba (IS) [5] m(t) =
a(t1−e−bt)

1+βe−bt
S-Shape

5 Zhang et al. (ZFR) [6] m(t) = a
p−β

[
1 −

(
(1+α)e−bt

1+αe−bt

) c
b (p−β)

]
S-Shape

6 Yamada et al. (YE) [7] m(t) = a
(

1 − e−γα(1−e−βt)
)

Concave

7 Yamada et al. (YR) [7] m(t) = a
(

1 − e−γα(1−e−βt2/2)
)

S-Shape

8 Yamada et al. (YID 1) [8] m(t) = ab
α+b

(
eαt − e−bt

)
Concave

9 Yamada et al. (YID 2) [8] m(t) = a
(

1 − e−bt
)(

1 − α
b
)
+ αat Concave

10 Pham-Zhang (PZ) [9] m(t) = ((c+a)[1−e−bt]−[ ab
b−α ](e−at−e−bt))

1+βe−bt
Both

11 Pham et al. (PNZ) [10] m(t) =
a(1−e−bt)(1− α

b )+αat
1+βe−bt

Both

12 Teng-Pham (TP) [11] m(t) = a
p−q

[
1 −

(
β

β+(p−q) ln
(

c+ebt
c+1

)
)α]

S-Shape

13 Kapur et al. (KSRGM) [12] m(t) = A
1−α

[
1 −

((
1 + bt + b2t2

2

)
e−bt

)p(1−α)
]

S-Shape

14 Roy et al. (RMD) [13] m(t) = aα
[
1 − e−bt

]
−
[

ab
b−β

(
e−βt − e−bt

)]
Concave

15 Pham (IFD) [14] m(t) = a
(

1 − e−bt
)(

1 + (b + d)t + bdt2) Concave

16 Pham (Vtub) [15] m(t) = N
[
1 −

(
β

β+abt−1

)α]
S-Shape

17 Chang et al. (TC) [16] m(t) = N
[

1 −
(

β

β+(at)b

)α]
Both

18 Song et al. (3P) [17] m(t) = N

[
1 −

(
β

β− a
b ln

(
(1+c)e−bt

1+ce−bt

)
)]

S-Shape

19 Pham (DP1) [28] m(t) = α(1 + βt)
(

βt +
(

e−βt − 1
)) Concave,

Dependent

20 Pham (DP2) [28]
m(t) = m0

(
γt+1
γt0+1

)
e−γ(t−t0) +

α(γt + 1)
(

γt − 1 + (1 − γt0)e−γ(t−t0)
) Concave,

Dependent

21 Lee et al. (DPF) [29] m(t) = a

1+ a
h

(
b+c

c+bebt

) a
b

S-Shape,
Dependent

22 Proposed Model m(t) = a
1+ a

h

(
1+c

c+ebt

)a
S-Shape,

Dependent

3. Numerical Examples

3.1. Data Information

Datasets 1 and 2 are derived from the online communication system (OCS) of ABC
Software Co. and uses data accumulated over a 12-week period. Datasets 1 and 2 show that
the cumulative number of failures at t = 1, 2, · · · , 12 is 14, 17, · · · , 81, and 11, 17, · · · , 81,
respectively [14]. Dataset 3 is the test data of a medical record system consisting of 188
software titles and data for one of three releases. It shows that the cumulative number
of failures is 90, 107, · · · , 204 for t = 1, 2, · · · , 17, respectively [36]. Table 2 shows
the accumulated failure data for datasets 1, 2, and 3. We compare the fit between the
software reliability models with two failure datasets obtained from OCS and one dataset
from Lee et al. [29], which showed good performance as the dependent models (DPF).
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Table 2. Cumulative number of software failure datasets.

Index
Dataset 1 Dataset 2 Dataset 3

Failures
Cumulative

Failures
Failures

Cumulative
Failures

Failures
Cumulative

Failures

1 14 14 11 11 90 90
2 3 17 6 17 17 107
3 4 21 0 17 19 126
4 7 28 5 22 19 145
5 7 35 5 27 26 171
6 18 53 25 52 17 188
7 8 61 10 62 1 189
8 4 65 6 68 1 190
9 2 67 2 70 0 190
10 9 76 10 80 0 190
11 1 77 0 80 2 192
12 4 81 1 81 0 192
13 0 192
14 0 192
15 11 203
16 0 203
17 1 204

3.2. Criteria

This study compares various independent and dependent software reliability models
and the proposed model introduced Table 1 using 11 criteria. Based on the difference between
the actual observed value and the estimated value, we would like to find a better model by
comparing it with criteria reflecting the number of parameters used in each model.

First, the mean squared error (MSE) is defined as the sum of squares of the distance be-
tween the estimated value and the actual value when considering the number of parameters
and the number of observations [37].

MSE =
∑n

i=1(m̂(ti)− yi)
2

n − m
(11)

where m̂(ti) is the estimated value of the model m(t), yi is the actual observed value, n is
the number of observations, and m is the number of parameters in each model.

Second, the mean absolute error (MAE) defines the difference between the estimated
number of failures and the actual value considering the number of parameters and the
number of observations as the sum of the absolute values [38].

MAE =
∑n

i=1|m̂(ti)− yi|
n − m

(12)

Third, Adj_R2 is the modified coefficient of determination of the regression equation
and determines how much explanatory power it has in consideration of the number of
parameters [39].

R2 = 1 − ∑n
i=1(m̂(ti)− yi)

2

∑n
i=1(yi − yi)

2 , Adj_R2 = 1 −
(
1 − R2)(n − 1)

n − m − 1
(13)

Fourth, the predictive ratio risk (PRR) is obtained by dividing the distance from
the actual value to the estimated value by the estimated value in relation to the model
estimation [40].

PRR =
n

∑
i=1

(
m̂(ti)− yi

m̂(ti)

)2
(14)
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Fifth, the predictive power (PP) is obtained by dividing the distance from the actual
value to the estimated value by the actual value [41].

PP =
n

∑
i=1

(
m̂(ti)− yi

yi

)2
(15)

Sixth, Akaike’s information criterion (AIC) was used to compare likelihood func-
tion maximization. This is applied to maximize the Kullback–Leibler level between the
probability distribution of the model and the data [42].

AIC = −2 log L + 2m

L =
n
∏
i=1

(m(ti)−m(ti−1))
yi−yi−1

(yi−yi−1)!
e−(m(ti)−m(ti−1))

logL =
n
∑

i=1
{(yi − yi−1) ln(m(ti)− m(ti−1))− (m(ti)− m(ti−1))

− ln((yi − yi−1)!)}

(16)

Seventh, the predicted relative variation (PRV) is the standard deviation of the predic-
tion bias and is defined as [43]

PRV =

√
∑n

i=1(yi − m̂(ti)− Bias)2

n − 1
(17)

Here, the bias is
n
∑

i=1

[
m̂(ti)−yi

n

]
.

The root mean square prediction error (RMSPE) can estimate the closeness with which
the model predicts the observation [44]:

RMSPE =
√

Variance2 + Bias2 (18)

Ninth, the mean error of prediction (MEOP) sums the absolute value of the deviation
between the actual data and the estimated curve and is defined as [38]

MEOP =
∑n

i=1|m̂(ti)− yi|
n − m + 1

(19)

Tenth, the Theil statistic (TS) is the average percentage of deviation over all periods
with regard to the actual values. The closer the Theil statistic is to zero, the better the
prediction capability of the model. This is defined as [45]

TS = 100 ∗
√

∑n
i=1(yi − m̂(ti))

2

∑n
i=1 yi

2 % (20)

Eleventh, it takes into account the tradeoff between the uncertainty in the model
and the number of parameters in the model by slightly increasing the penalty each time
parameters are added to the model when the sample is considerably small [46].

PC =

(
n − m

2

)
log

(
∑n

i=1(m̂(ti)− yi)
2

n

)
+ m

(
n − 1
n − m

)
(21)

Based on the above criteria, we compared the proposed model with the existing
NHPP software reliability model. When Adj_R2 is closer to 1, and the other 10 criteria
are closer to 0, it indicates a better fit. Using R and MATLAB, the parameters of each
model were estimated through the LSE method, and the goodness of fit is calculated to
compare the superiority. This is a method of estimating parameters through the difference
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between the model in Table 1 and the actual number of failures in Table 2, and follows
LSE = ∑n

t=1(yt − m(t))2 [47].

3.3. Results of Dataset 1

Table 3 shows the estimated values for the parameters of each model obtained using
dataset 1. Each parameter of the proposed model is represented by â = 80.0907, b̂ = 0.07231,
ĉ = 15.9288, and ĥ = 9.8182. Figure 2 shows the result of calculating the estimated value
of m(t) at each time point based on the cumulative number of failures at each time point
in dataset 1 and each model equation. The black dotted line represents the actual data,
and the dark red solid line represents the predicted failure value at each time point of the
proposed model. Compared with other models, it shows the predicted value closest to the
actual value.

Table 3. Parameter estimation of model from dataset 1.

No. Model Estimation

1 GO â = 191.3881, b̂ = 0.0483
2 HDOG â = 191.3880, b̂ = 0.04832, ĉ = 1.3929
3 DS â = 92.0916, b̂ = 0.3034
4 IS â = 88.9815, b̂ = 0.3274, β̂ = 3.9383

5 ZFR â = 14.6285, b̂ = 0.21179, α̂ = 33.5808
β̂ = 0.0304, ĉ = 15.1085, p̂ = 0.2085

6 YE â = 212.1517, α̂ = 0.2021
β̂ = 0.00568, γ̂ = 38.0032

7 YR â = 101.8036, α̂ = 0.5271
β̂ = 0.0276, γ̂ = 3.3321

8 YID1 â = 181.0676, b̂ = 0.05131, α̂ = 0.00114
9 YID2 â = 140.9842, b̂ = 0.06636, α̂ = 0.0126

10 PZ â = 27.3845, b̂ = 0.41396, α̂ = 0.1349
β̂ = 4.5437, ĉ = 63.7781

11 PNZ â = 27.3845, b̂ = 0.0218
α̂ = 0.0000332, β̂ = 0.0000684

12 TP
â = 0.8506, b̂ = 0.38022, α̂ = 0.6721,

β̂ = 0.000333
ĉ = 114.6551, p̂ = 0.0122, q̂ = 0.00326

13 KSRGM Â = 3.2070, b̂ = 8.76921
α̂ = 0.9764, p̂ = 0.4157

14 RMD â = 78.5350, b̂ = 0.21915
α̂ = 1.3358, β̂ = 0.2192

15 IFD â = 7.6597, b̂ = 0.84452, d̂ = 0.00171

16 Vtub â = 1.8954, b̂ = 0.70887, α̂ = 6.7593
β̂ = 62.2968, N̂ = 83.1687

17 TC â = 0.1736, b̂ = 1.33331, α̂ = 11.5457
β̂ = 18.8347, N̂ = 105.1851

18 3P â = 1.4640, b̂ = 0.3299, β̂ = 0.6008
N̂ = 94.1037, ĉ = 37.8421

19 DP1 α̂ = 0.1104, β̂ = 2.5829

20 DP2 α̂ = 46197.046, γ̂ = 0.00451
t̂0 = 3.7402, m̂0 = 30.01197

21 DPF â = 80.3065, b̂ = 0.06122
ĉ = 13.9314, ĥ = 9.8182

22 Proposed model â = 80.0907, b̂ = 0.07231
ĉ = 15.9288, ĥ = 9.8182
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Figure 2. Prediction of all models for dataset 1.

Table 4 shows the results of calculating the criteria of each model using the parameters
obtained through dataset 1. As a result, the values of MSE, MAE, PRR, PP, PRV, RMSPE,
MEOP, TS, PC of the proposed model show the smallest values of 9.9274, 3.2140, 0.0647,
0.0577, 2.6866, 2.6870, 2.8569, 4.6682, and 13.0594, respectively. The AIC shows the second
smallest value at 73.4605. In addition, Adj_R2 is 0.9821, which is the closest to 1. The DPF
model shows the highest value with AIC = 73.2850, and the second highest result for the
other criteria. The model with the third highest criterion is the Vtub model.

Table 4. Comparison of all criteria from dataset 1.

No. Model MSE MAE Adj_R2 PRR PP AIC PRV RMSPE MEOP TS PC

1 GO 21.1918 4.4966 0.9627 0.4187 0.2758 80.5308 4.3889 4.3892 4.0878 7.6254 16.5565
2 HDOG 23.5465 4.9962 0.9581 0.4187 0.2758 82.5308 4.3889 4.3892 4.4966 7.6254 16.5875
3 DS 22.4994 3.8718 0.9604 9.4838 0.7292 92.7861 4.4119 4.5135 3.5198 7.8572 16.8558
4 IS 16.8528 3.8882 0.9700 1.4452 0.3769 80.9153 3.6786 3.7104 3.4994 6.4512 15.0824
5 ZFR 24.2415 5.8035 0.9540 1.2042 0.3441 86.8823 3.6068 3.6338 4.9744 6.3174 18.4848
6 YE 26.5773 5.6309 0.9519 0.4182 0.2753 84.5796 4.3963 4.3965 5.0052 7.6380 16.9984
7 YR 33.2210 5.1600 0.9398 23.6437 0.9460 103.5558 4.6865 4.8967 4.5867 8.5395 17.8909
8 YID1 23.6037 4.9679 0.9579 0.4140 0.2764 82.4537 4.3944 4.3946 4.4711 7.6347 16.5984
9 YID2 23.8374 5.0079 0.9575 0.4070 0.2771 82.5743 4.4162 4.4163 4.5071 7.6724 16.6427

10 PZ 217.3085 17.6277 0.5983 0.5816 1.2389 84.1256 4.7893 11.3435 15.4243 20.4300 24.8053
11 PNZ 4000.777 68.0533 −6.2441 2.6223 10.4504 142.6741 25.7721 52.1779 60.4918 93.7126 37.0551
12 TP 31.0301 7.0496 0.9387 1.6004 0.3946 89.3412 3.7102 3.7518 5.8747 6.5247 21.7987
13 KSRGM 26.0975 5.4865 0.9527 1.5345 0.4198 88.8357 4.3440 4.3556 4.8769 7.5688 16.9255
14 RMD 21.9129 5.0225 0.9604 1.1967 0.3659 84.6918 3.9784 3.9909 4.4644 6.9355 16.2264
15 IFD 29.9616 5.5723 0.9467 0.653 0.3059 87.6572 4.9344 4.9498 5.0151 8.6017 17.6717
16 Vtub 18.9012 4.8111 0.9650 0.7591 0.2784 82.2273 3.4511 3.4667 4.2097 6.0252 16.2579
17 TC 26.6474 5.8343 0.9507 1.8283 0.4312 89.1447 4.0938 4.1159 5.1050 7.1541 17.4601
18 3P 21.7357 5.0238 0.9599 1.4395 0.3767 84.9059 3.6859 3.7164 4.3958 6.4613 16.7470
19 DP1 361.825 19.1467 0.3631 448.095 3.2745 174.8811 14.9748 17.8944 17.4061 31.5087 30.7442
20 DP2 113.5394 11.4623 0.7945 0.5996 1.0133 109.7792 9.0867 9.0870 10.1888 15.7870 22.8067
21 DPF 9.9490 3.2278 0.9819 0.0689 0.0606 73.2850 2.6894 2.6899 2.8692 4.6732 13.0680

22 Proposed
model 9.9274 3.2140 0.9821 0.0647 0.0577 73.4605 2.6866 2.6870 2.8569 4.6682 13.0594
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3.4. Results of Dataset 2

Table 5 shows the estimated values for the parameters of each model obtained using
dataset 2. Each parameter of the proposed model is represented as â = 79.1444, b̂ = 0.2001,
ĉ = 72.3208, and ĥ = 9.3327. Figure 3 shows the results of calculating the estimated value
of m(t) for each point in time based on the cumulative number of failures at each time point
in dataset 2 and each model equation. Here, the black dotted line represents the actual data,
whereas the dark red solid line represents the predicted failure value at each time point of
the proposed model. Compared with the other models, the predicted value is closest to the
actual value.

Table 6 shows the results of calculating the criteria of each model using the parameters
obtained through dataset 2. As a result, the values of MSE, MAE, PRR, PP, AIC, PRV,
RMSPE, MEOP, TS, and PC of the proposed model are 18.9722, 4.3544, 0.1615, 0.1482,
92.2155, 3.7139, 3.7145, 3.8706, 6.3751, and 15.6500, respectively, which show the smallest
criteria. Adj_R2 is 0.9723, which is the closest to 1. The model with the second highest
criterion is DPF, and Vtub is the third best-fitting model.

Table 5. Parameter estimation of model from dataset 2.

No. Model Estimation

1 GO â = 518.0607, b̂ = 0.0156
2 HDOG â = 518.0607, b̂ = 0.01561, ĉ = 15.4479
3 DS â = 105.5701, b̂ = 0.2548
4 IS â = 85.7894, b̂ = 0.4918, β̂ = 13.4498

5 ZFR â = 4.3416, b̂ = 0.3506, α̂ = 67.6487
β̂ = 0.00128, ĉ = 57.1077, p̂ = 0.0548

6 YE â = 583.6809, α̂ = 0.0700
β̂ = 0.00224, γ̂ = 88.6105

7 YR â = 0.8619, α̂ = 5.0727
β̂ = 0.0000000232, γ̂ = 0.3849

8 YID1 â = 369.1037, b̂ = 0.02206, α̂ = 0.00446
9 YID2 â = 174.7977, b̂ = 0.04618, α̂ = 0.0292

10 PZ â = 80.3516, b̂ = 0.5195, α̂ = 4.0448
β̂ = 15.4266, ĉ = 4.4447

11 PNZ â = 82.6869, b̂ = 0.5259
α̂ = 0.0013, β̂ = 15.5683

12 TP â = 0.2772, b̂ = 0.5328, α̂ = 0.5551, β̂ = 0.000359
ĉ = 76.4359, p̂ = 0.5610, q̂ = 0.5583

13 KSRGM Â = 85.4315, b̂ = 0.3829
α̂ = 0.0353, p̂ = 1.5904

14 RMD â = 102.8360, b̂ = 0.2355
α̂ = 1.0649, β̂ = 0.2355

15 IFD â = 21.4202, b̂ = 0.2758, d̂ = 0.00001004

16 Vtub â = 2.1725, b̂ = 0.7383, α̂ = 48.1784
β̂ = 961.5799, N̂ = 81.1633

17 TC â = 0.1524, b̂ = 1.9761, α̂ = 21.6626
β̂ = 22.4388, N̂ = 87.7121

18 3P â = 2.3685, b̂ = 0.4823, β̂ = 1.1973
N̂ = 94.4688, ĉ = 59.8790

19 DP1 α̂ = 0.01104, β̂ = 8.2449

20 DP2 α̂ = 4.1249, γ̂ = 0.0000000161
t̂0 = 0.0000168, m̂0 = 0.000213

21 DPF â = 79.1447, b̂ = 0.1928
ĉ = 69.3637, ĥ = 9.2699

22 Proposed model â = 79.1444, b̂ = 0.2001
ĉ = 72.3208, ĥ = 9.3327
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Figure 3. Prediction of all models for dataset 2.

Table 6. Comparison of all criteria from dataset 2.

No. Model MSE MAE Adj_R2 PRR PP AIC PRV RMSPE MEOP TS PC

1 GO 52.7922 6.9705 0.9252 0.4713 0.6631 113.9369 6.9157 6.9267 6.3369 11.8896 21.1202
2 HDOG 58.6580 7.7450 0.9159 0.4713 0.6631 115.9369 6.9157 6.9267 6.9705 11.8896 20.6949
3 DS 40.0324 5.9373 0.9433 8.5312 1.0273 116.8063 5.9998 6.0299 5.3975 10.3536 19.7368
4 IS 30.7961 5.1688 0.9559 5.1137 0.8444 102.4472 4.9413 5.0132 4.6519 8.6150 17.7954
5 ZFR 42.3215 7.0918 0.9353 3.2756 0.7195 104.7204 4.7496 4.8001 6.0787 8.2459 20.1564
6 YE 66.0197 8.6990 0.9038 0.4695 0.6677 117.922 6.9138 6.9280 7.7325 11.8923 20.6380
7 YR 4668.125 73.375 −5.7994 4.00 × 1017 12.000 2807.273 28.0112 56.369 65.2222 100.000 37.6722
8 YID1 58.7470 7.7242 0.91571 0.4677 0.6707 115.8113 6.9207 6.9319 6.9518 11.8987 20.7017
9 YID2 58.9848 7.7955 0.91544 0.4730 0.6551 116.2140 6.9390 6.9463 7.0159 11.9227 20.7199
10 PZ 42.3248 6.7234 0.9371 11.0678 1.0170 110.5663 5.0554 5.1787 5.8830 8.9070 19.0795
11 PNZ 35.2459 5.7358 0.9486 6.5289 0.9046 104.9515 4.8955 5.0492 5.0985 8.6893 18.1275
12 TP 63.8102 10.1380 0.8983 4.8099 0.8346 112.9315 5.0230 5.3563 8.4484 9.2430 23.6011
13 KSRGM 50.5240 6.8779 0.9265 114.740 1.4819 135.0029 5.8715 6.0461 6.1137 10.4035 19.5679
14 RMD 49.4957 7.4822 0.9279 3.9839 0.8882 116.9778 5.9847 5.9985 6.6509 10.297 19.4857
15 IFD 54.1681 7.6923 0.9223 0.7680 0.6392 116.0510 6.6572 6.6573 6.9231 11.4255 20.3365
16 Vtub 35.2724 6.0531 0.9476 2.4728 0.6598 101.2283 4.6866 4.7335 5.2965 8.1311 18.4415
17 TC 50.7521 7.5092 0.9245 21.0460 1.1721 121.4836 5.5793 5.6745 6.5706 9.7535 19.7150
18 3P 40.5560 6.8976 0.9397 4.5115 0.8180 107.3639 5.0151 5.0748 6.0354 8.7189 18.9300
19 DP1 319.4078 17.5031 0.5477 219.278 2.8473 190.4276 14.6847 16.8565 15.9119 29.2453 30.1207
20 DP2 4668.094 73.3747 −5.7994 8.23 × 1011 11.9998 5,039.181 28.0112 56.3689 65.2219 99.9997 37.6722
21 DPF 19.0466 4.3652 0.9722 0.1630 0.1495 92.2767 3.7212 3.7218 3.8802 6.3876 15.6657

22 Proposed
model 18.9722 4.3544 0.9723 0.1615 0.1482 92.2155 3.7139 3.7145 3.8706 6.3751 15.6500

3.5. Results of Dataset 3

Table 7 shows the estimated values for the parameters of each model obtained using
dataset 3. Each parameter of the proposed model is represented through â = 194.7684,
b̂ = 0.3062, ĉ = 307.0805, and ĥ = 135.5641. Figure 4 shows the results of calculating the
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estimated value of m(t) at each point in time based on the number of cumulative failures at
each time point in dataset 3 and for each model equation. The black dotted line indicates
the actual data, and the dark red solid line is the predicted failure value at each time point
for the proposed model. Compared with other models, the proposed model shows the
predicted value closest to the actual value.

Table 8 shows the results of calculating the criteria of each model using the parameters
obtained through dataset 3. As a result, MSE and PC of the proposed model show the
smallest values of 26.8047 and 24.5551, respectively, and Adj_R2 shows the closest value
to 1 at 0.9765. In addition, MAE, PRR, PP, PRV, RMSPE, MEOP, and TS are 4.9209, 0.0096,
0.0092, 4.6668, 4.6668, 4.5694, and 2.5484, respectively, showing the second smallest values.
Figure 4 shows the estimated failure values at each time point using the developed models.
The Vtub model shows the most suitable criteria of 0.0094, 0.0090, 4.6356, 4.6357, and 2.5315
in PRR, PP, PRV, RMSPE, and TS, and DPF shows the most suitable criteria of 4.9195 and
4.5682 with MAE and MEOP. However, in calculating the AIC of the Vtub model, DPF,
KSRGM, and the newly proposed model, a value indicating t = 14 is shown, indicating
that the calculation is no longer being applied. In the process of calculating the AIC value,
if there is no difference between the value at a specific point in time and the next point in
time, the denominator is 0, so the AIC calculation can not be performed.

Table 7. Parameter estimation of model from dataset 3.

No. Model Estimation

1 GO â = 197.387, b̂ = 0.399
2 HDOG â = 197.3858, b̂ = 0.3985, ĉ = 0.00088
3 DS â = 192.528, b̂ = 0.882
4 IS â = 197.354, b̂ = 0.399, β̂ = 0.000001

5 ZFR â = 198.0864, b̂ = 0.0038, α̂ = 1545.538
β̂ = 3.7206, ĉ = 603.6647, p̂ = 4.7236

6 YE â = 248.808, α̂ = 0.00797
β̂ = 0.2253, γ̂ = 208.4032

7 YR â = 206.0833, α̂ = 1.0937
β̂ = 0.1427, γ̂ = 2.3984

8 YID1 â = 183.4522, b̂ = 0.4620, α̂ = 0.0066
9 YID2 â = 182.934, b̂ = 0.464, α̂ = 0.0071

10 PZ â = 195.990, b̂ = 0.3987, α̂ = 1000.0, β̂ = 0.0000,
ĉ = 1.390

11 PNZ â = 183.125, b̂ = 0.463
α̂ = 0.007, β̂ = 0.0001

12 TP â = 21.2071, b̂ = 0.3086, α̂ = 0.9415, β̂ = 0.0209
ĉ = 1.8073, p̂ = 0.2950, q̂ = 0.1959

13 KSRGM Â = 61.8904, b̂ = 53.2238
α̂ = 0.6853, p̂ = 0.0256

14 RMD â = 5.4873, b̂ = 0.3986
α̂ = 35.9711, β̂ = 208.4596

15 IFD â = 23.5220, b̂ = 0.6188, d̂ = 0.000000002

16 Vtub â = 1.2170, b̂ = 2.9515, α̂ = 0.0595
β̂ = 0.000006, N̂ = 194.7808

17 TC â = 0.053, b̂ = 0.774, α̂ = 181.0
β̂ = 38.600, N̂ = 204.140

18 3P â = 0.0307, b̂ = 0.2038, β̂ = 0.000581
N̂ = 203.8418, ĉ = 100.8152

19 DP1 α̂ = 0.1105, β̂ = 3.1046

20 DP2 α̂ = 0.0290, γ̂ = 6.0596
t̂0 = 0.7697, m̂0 = 0.0387

21 DPF â = 194.766, b̂ = 0.304
ĉ = 304.566, ĥ = 135.464

22 Proposed model â = 194.7684, b̂ = 0.3062
ĉ = 307.0805, ĥ = 135.5641
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Figure 4. Prediction of all models for dataset 3.

Table 8. Comparison of all criteria from dataset 3.

No. Model MSE MAE Adj_R2 PRR PP AIC PRV RMSPE MEOP TS PC

1 GO 80.6779 6.9602 0.9301 0.1705 0.1013 184.3314 8.6734 8.6955 6.5252 4.7492 34.1231
2 HDOG 86.4370 7.4526 0.9247 0.1714 0.1015 186.2332 8.6705 8.6951 6.9558 4.7491 33.2854
3 DS 232.628 9.5029 0.7982 1.2915 0.3330 331.8567 14.6423 14.7605 8.9090 8.0644 42.0654
4 IS 86.4395 7.4550 0.9247 0.1706 0.1013 186.3337 8.6711 8.6953 6.9580 4.7492 33.2856
5 ZFR 111.138 9.4352 0.9010 0.1837 0.1047 193.0813 8.7023 8.7388 8.6489 4.7734 32.2423
6 YE 79.3698 8.1539 0.9304 0.0993 0.0738 167.3203 8.0202 8.0298 7.5715 4.3853 31.6111
7 YR 378.666 12.8708 0.6679 2.7655 0.4685 523.3189 17.3551 17.5296 11.9514 9.5785 41.7676
8 YID1 78.8312 7.1635 0.9313 0.1282 0.0868 157.6388 8.2937 8.3046 6.6860 4.5353 32.6406
9 YID2 78.8367 7.1869 0.9313 0.1276 0.0866 157.8252 8.2915 8.3047 6.7078 4.5355 32.6411

10 PZ 100.990 8.6962 0.9108 0.1719 0.1017 190.3321 8.6767 8.7014 8.0272 4.7525 32.2669
11 PNZ 84.9077 7.7388 0.9256 0.1281 0.0867 159.8744 8.2915 8.3049 7.1860 4.5356 32.0493
12 TP 98.6971 10.573 0.9113 0.0740 0.0626 166.0911 7.8528 7.8540 9.6118 4.2889 31.5071
13 KSRGM 111.132 8.1738 0.9025 0.2521 0.1297 NA 9.4631 9.5000 7.5900 5.1890 33.7990
14 RMD 93.1051 8.0261 0.9184 0.1714 0.1015 188.2567 8.6714 8.6960 7.4528 4.7496 32.6486
15 IFD 3691.538 60.2705 −2.2183 24.7762 2.5036 466.1166 51.3584 56.5265 56.2524 31.0359 59.5661
16 Vtub 28.6529 5.2313 0.9747 0.0094 0.0090 Inf 4.6356 4.6357 4.8289 2.5315 24.7084
17 TC 72.2812 8.5966 0.9361 0.0521 0.0479 158.9319 7.3621 7.3628 7.9353 4.0207 30.2602
18 3P 81.0554 8.8835 0.9284 0.0731 0.0614 164.5417 7.7935 7.7967 8.2001 4.2577 30.9476
19 DP1 11,068.48 101.169 −8.6006 9,218.87 6.8842 1224.361 78.7966 100.6555 94.8460 55.6271 71.0335
20 DP2 12,760.68 116.690 −10.191 11,546.76 6.8801 1248.593 78.7816 100.6144 108.3548 55.6039 64.6312
21 DPF 26.8104 4.9195 0.9765 0.0096 0.0092 NA 4.6673 4.6673 4.5682 2.5487 24.5565

22 Proposed
model 26.8047 4.9209 0.9765 0.0096 0.0092 NA 4.6668 4.6668 4.5694 2.5484 24.5551
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4. Optimal Release Time

When releasing software, it is very important that find the optimal release time. In
order to find that, we need to find a time that minimizes the cost. We apply m(t) proposed
in Section 2 to the cost model to find the optimal time point between time to market and
the minimum cost. The optimal time is suggested based on the cost model that reflects the
software installation cost, software test cost, operation cost, software removal cost, and risk
cost when the software failure occurs. Figure 5 describes the software field environment
from the software installation of the software cost model. The expected software cost model
follows Equation (22) [30,31].

C(T) = C0 + C1T + C2m(T) + C3(1 − R(x|T)) (22)

where C0 is the installation cost for system testing, C1 is the system test cost per unit time,
C2 is the error removal cost per unit time during the test phase, and C3 is the penalty cost
owing to a system failure. In addition, x represents the time the software was used. In
addition, in the cost model equation, R(x|T) follows (23) [32,33].

R(x|T) = e−[m(t+x)−m(t)] (23)

Figure 5. System cost model structure.

In this section, we propose a cost model using dataset 1 based on the proposed software
reliability model and find the optimal time point between time to market and the minimum
cost by changing the cost coefficients from C0 to C3.

4.1. Results of the Optimal Release Time

For the parameters of the cost model, a, b, c, and h calculated through numerical
examples described in Section 3 were used. The cost coefficient of the cost model aims to
find the optimal release time with the lowest cost by finding the optimal value through the
changes in several values. The baseline value of the cost coefficient is as follows:

C0 = 500, C1 = 20, C2 = 50, C3 = 5000, x = 6

Here, baseline denotes to the reference value for confirming the change of the cost
coefficient. The total cost value obtains as a reference value is 4888.856, and the optimal
release time T at this time is 18.3. Table 9 changes the cost coefficient of each reference value,
checks the minimum cost C(T) and optimal release time T∗, and then checks the changing
trend to find the most optimal release time T∗. When x = 2, the smallest total cost value
obtains 4886.985 at T∗ = 18.2. When x = 4, the smallest total cost value shows 4888.735 at
T∗ = 18.3. When x = 6, the smallest total cost value shows 4888.856 at T∗ = 18.3. When
x is 8 and 10, the smallest total cost value shows 4888.863 at T∗ = 18.3.

398



Symmetry 2022, 14, 343

Table 9. Optimal release time of expected total cost according to baseline.

Base
x = 2 x = 4 x = 6 x = 8 x = 10

T* C(T) T* C(T) T* C(T) T* C(T) T* C(T)

18.2 4886.985 18.3 4888.735 18.3 4888.856 18.3 4888.863 18.3 4888.863

Here, C0 is the setup cost, and as the value increases, the cost, which is directly
proportional, increases as well; thus, the lower the setup cost is, the lower the cost. Table 10
compares the changes when the coefficients of are 300, 500, and 700. It is found that the
higher the value is, the higher the total cost value, whereas the optimal time does not
change. Therefore, it appears that C0 does not help determine the optimal release point.
However, because the setup cost for a system stabilization is required, the appropriate C0
cost coefficient is set to 500. Figure 6 shows a graph of the results according to the change
in C0.

Table 10. Optimal release time of expected total cost according to C0.

C0

x = 2 x = 4 x = 6 x = 8 x = 10

T* C(T) T* C(T) T* C(T) T* C(T) T* C(T)

300 18.2 4686.985 18.3 4688.735 18.3 4688.856 18.3 4688.863 18.3 4688.863

500 18.2 4886.985 18.3 4888.735 18.3 4888.856 18.3 4888.863 18.3 4888.863

700 18.2 5086.985 18.3 5088.735 18.3 5088.856 18.3 5088.863 18.3 5088.863

Figure 6. Optimal release time of total cost according to C0.

Table 11 compares the changes when the coefficients of C1 are 10, 20, and 30. The
results show that when C1 is 10, the total cost is the minimum at approximately 18.9 to
19.0, and when C1 is 20, the minimum value is at 18.2 to 18.3, and when it is 30, the total
cost shows the minimum value at approximately 17.8 to 17.9. As the cost coefficient C1
increases, the optimal release time is gradually pushed back. Figure 7 shows a graph of the
results according to the changes in C1.
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Table 11. Optimal release time of expected total cost according to C1.

C1
x=2 x=4 x=6 x=8 x=10

T* C(T) T* C(T) T* C(T) T* C(T) T* C(T)

10 18.9 4702.044 19.0 4702.818 19.0 4702.864 19.0 4702.866 19.0 4702.866
20 18.2 4886.985 18.3 4888.735 18.3 4888.856 18.3 4888.863 18.3 4888.863
30 17.8 5066.820 17.9 5069.652 17.9 5069.861 17.9 5069.873 17.9 5069.874

Figure 7. Optimal release time of total cost according to C1.

Table 12 compares the changes when the coefficients of C2 are 30, 40, 50, and 60. It can be
seen that the cost coefficient C2 does not change from 18.2 to 18.3 at the optimal release time
as the value changes. Figure 8 shows a graph of the results according to the change in C2.

Table 13 compares the changes when the coefficients of C3 are 5000, 7000, 10, 000,
and 15, 000. The results show that when C3 is 5000, the total cost is the minimum at
approximately 18.2 to 18.3; when it is 7000, it shows the minimum value at 18.5 to 18.6;
when it is 10, 000, the total cost shows the minimum value at approximately 18.9 to 19.0;
and when it is 15, 000, the total cost shows the minimum value at approximately 19.2 to
19.3. This indicates that the optimal release time gradually increases as the cost coefficient
C3 increases. Figure 9 shows a graph of the results according to the changes in C3.

Table 12. Optimal release time of expected total cost according to C2.

C2
x=2 x=4 x=6 x=8 x=10

T* C(T) T* C(T) T* C(T) T* C(T) T* C(T)

30 18.2 3285.254 18.3 3286.995 18.3 3287.116 18.3 3287.123 18.3 3287.123
40 18.2 4086.120 18.3 4087.865 18.3 4087.986 18.3 4087.993 18.3 4087.993
50 18.2 4886.985 18.3 4888.735 18.3 4888.856 18.3 4888.863 18.3 4888.863
60 18.2 5687.851 18.3 5689.604 18.3 5689.726 18.3 5689.733 18.3 5689.733
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Figure 8. Optimal release time of the total cost according to C2.

Table 13. Optimal release time of expected total cost according to C3.

C3
x=2 x=4 x=6 x=8 x=10

T* C(T) T* C(T) T* C(T) T* C(T) T* C(T)

5000 18.2 4886.985 18.3 4888.735 18.3 4888.856 18.3 4888.863 18.3 4888.863
7000 18.5 4893.210 18.6 4894.846 18.6 4894.958 18.6 4894.964 18.6 4894.964

10,000 18.9 4899.648 19.0 4901.186 19.0 4901.277 19.0 4901.281 19.0 4901.282
15,000 19.2 4906.802 19.3 4908.208 19.3 4908.297 19.3 4908.301 19.3 4908.301

Figure 9. Optimal release time of the total cost according to C3.
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4.2. Results of Variation in Cost Model for Changes in Parameter

In this section, we check whether the optimal release time is affected by the change
in the cost model according to the change in the parameters of the proposed model. The
parameters a, b, c, and h of the proposed model are set at −20%, −10%, 0%, 10%, and 20%,
respectively, in 10% increments, and the coefficient of the cost model is fixed at the baseline
value in Section 4.1. Thus, the minimum cost value is calculated depending on changes in
the parameters, and it derives appropriate release time. In Table 14, 0% is the same as the
value suggested in Table 9 by substituting the parameter estimates described in Section 3
and the coefficient values of the cost model proposed in Section 4.

Table 14. Optimal release time of cost according to parameter change.

−20% −10% 0% 10% 20%

T* C(T) T* C(T) T* C(T) T* C(T) T* C(T)

a 20.4 4129.849 19.2 4507.887 18.3 4888.856 17.6 5272.215 16.8 5657.258
b 22.6 4979.801 20.0 4929.426 18.3 4888.856 16.8 4855.545 15.4 4827.546
c 16.4 4847.806 17.4 4869.089 18.3 4888.856 19.2 4907.319 20.0 4924.648
h 18.6 4892.931 18.4 4890.757 18.3 4888.856 18.2 4887.130 18.2 4885.583

From Table 14 and Figures 10–13, the value of the cost model C(T) increases as the
change in parameter a increases, whereas the optimal release time T∗ decreases. As the
values of parameters b and h increase, the cost model C(T) increases, and the release time
T∗ is shown to decrease; in addition, it is found that the change in parameter h had a very
slight effect on the optimal release time compared to parameter b. As the value of parameter
c increases, the cost model C(T) and release time T* increase together. Based on this, it
is found that parameter a had a very large minimum width of the cost model compared
with the changes of the other parameters, and parameter b had the greatest influence on
determining the optimal release time.

Figure 10. Optimal release time of cost according to a.
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Figure 11. Optimal release time of cost according to b.

Figure 12. Optimal release time of cost according to c.
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Figure 13. Optimal release time of cost according to h.

5. Conclusions

In this study, a new software reliability model was developed under the assumption
that software failures occur in a dependent manner. We used three datasets for our evalua-
tions. The first and second datasets showed the best fit, and the third dataset showed better
results compared with many previously proposed models. The proposed model showed
better results than DP1, DP2, and DPF, which are previously developed software-dependent
failure occurrence models.

In addition, based on the proposed model, the optimal release time according to the
change in the cost coefficient was suggested, and the total cost was analyzed accordingly.
When the test cost was increased, the release time gradually increased, as did the overall
cost; therefore, the optimal release time can be achieved when C1 is 20. In the proposed
model, fault detection rate b was found to be the most important parameter for determining
the optimal release time.

In the past, studies were conducted by assuming independence in the case of soft-
ware failures; however, in a real environment, the software execution environment is
extremely diverse and complex. Therefore, it is necessary to develop a model that assumes
a dependent failure occurrence and propose a model that considers the actual operating
environment. We plan to conduct a study using machine learning and deep learning for
the proposed software-dependent failure occurrence in the future work.
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Abstract: A new sigma identification protocol (SIP) based on matrix power function (MPF) defined
over the modified medial platform semigroup and power near-semiring is proposed. It is proved
that MPF SIP is resistant against direct and eavesdropping attacks. Our security proof relies on the
assumption that MPF defined in the paper is a candidate for one-way function (OWF). Therefore,
the corresponding MPF problem is reckoned to be a difficult one. This conjecture is based on the
results demonstrated in our previous studies, where a certain kind of MPF problem was proven to be
NP-complete.

Keywords: matrix power function; sigma identification protocol; security against eavesdropping
attack; candidate for one-way function

1. Introduction

In this paper a new paradigm for the so-called Sigma Identification Protocol (SIP)
based on the authors’ earlier proposed new candidate for one-way function (OWF) is
presented. In general, Sigma protocols are three-round protocols similar to the well-
known Schnorr identification protocol. They are typically used as sub-protocols in more
complicated settings and for more advanced use. For example, Sigma protocols can
easily be transformed into corresponding identification and signature schemes. Another
application is to design protocols that allow one party to prove to another that certain facts
are true (without revealing private information). For example, to prove that encrypted
value V lies in a certain range without revealing any other information about V. Sigma
protocols can be combined to make new Sigma protocols. For example, in the AND-
proof construction, a Prover can convince a Verifier that he knows witnesses for a pair of
statements. In the OR-proof construction, a Prover can convince a Verifier that he knows
witnesses for one of two statements. These examples convince us that the development of
Sigma protocols based on new paradigms is promising.

The construction of cryptographic primitives based on matrix power function (MPF)
belongs to the field of so called non-commuting cryptography [1], [2]. The development of
non-commuting cryptography is important due to the need to replace traditional crypto-
graphic methods vulnerable to quantum cryptanalysis. Peter W. Shor has proposed the
polynomial-time quantum cryptanalysis [3] for the traditional cryptographic primitives
such as Diffie—Hellman key exchange protocol, RSA and ElGamal cryptosystems, Digital
signature algorithm (DSA) and Elliptic Curve DSA (ECDSA).

One of the promising trends is the creation of OWFs, the security of which relies on
the NP-hard problems [4]. Thus far, there are no known effective quantum cryptanalytic al-
gorithms solving NP-hard problems; therefore, this cryptographic trend is a significant part
of the so-called post-quantum cryptography [5]. One of the trends to create cryptographic
primitives that can resist quantum cryptanalysis attacks is lattice-based cryptography [6]

Symmetry 2021, 13, 1683. https://doi.org/10.3390/sym13091683 https://www.mdpi.com/journal/symmetry407
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and hidden field equations (HFE) based cryptosystems [7–10]. Despite some cryptanalytic
attacks on the HFE cryptosystem [8,9], this trend is viewed as promising [10].

MPF is somewhat related to the multivariate polynomials used in HFE cryptosystems
since the complexity of so called MPF problem and the NP-completeness of this problem
is proved using polynomial-time reduction of multivariate quadratic (MQ) problem [7].
Referencing [11] it is proved that certain kinds of MPF problems are NP-complete as
well [12,13].

In this paper the novel MPF based sigma identification protocol (SIP) is presented
using several specifically selected algebraic structures introduced in [14]. The concept of
abstract MPF as well as main definitions for the construction of SIP are given in Section 2.
The algebraic structures for the construction of MPF are defined in Section 3. MPF SIP is
presented in Section 4. The security of MPF SIP against eavesdropping attacks is proven
in Section 5. In Section 6, the selection of security parameters as well as the efficiency
analysis are presented. The discussions and conclusions are presented in Section 7. The
table of notations used in this paper as well as the numerical example are displayed in the
Abbreviations and Appendix A, respectively.

2. The Construction of the Abstract Matrix Power Function

In this section, the matrix power function (MPF) is constructed in an abstract form
without specifying exact algebraic structures that will be introduced in subsequent sections.
Let X = {xil}, W = {wlj} and Y = {yjk} be m × m matrices over some semiring, and indices i, j,
k, l ∈ Im = {1, 2, . . . , m}. Multiplying matrix W by matrix X from the left and by matrix Y
from the right yields a new matrix Q = {qik}.

XWY = Q;
m

∑
j=1

m

∑
l=1

xilwljyjk = qik; i, j, k, l ∈ Im. (1)

Let S be some multiplicative semigroup and R some numerical semiring. In the case
that MPF S is named a platform semigroup and R an exponent semiring. The exponent
semiring of natural numbers with zero is denoted by N0 = {0, 1, 2, . . . }. The corresponding
semigroup of matrices defined over S is denoted by MS and the semiring of power matrices
defined over R is denoted by MR. Then, using an analogy with the matrix multiplication
defined in (1), the left MPF, the right MPF and the left-right or simply MPF are introduced
for X, Y ∈ MR, xil, yjk ∈ R and for W ∈ MS, wlj ∈ S as follows.

Definition 1. The left MPF corresponding to the matrix W powered by matrix X from the left with
the MPF value equal to the matrix C = {cij} has the following form:

XW = C cij =
m

∏
l=1

wlj
xil . (2)

Definition 2. The right MPF corresponding to the matrix W powered by matrix Y from the right
with the MPF value equal to the matrix D = {dlk} has the following form:

WY = D dlk =
m

∏
j=1

wlj
yjk . (3)

Definition 3. The left-right, or simply MPF corresponds to the matrix W powered by matrix X
from the left and by matrix Y from the right with the MPF value equal to the matrix Q = {qik} and
is expressed in the following way:

XWY = A, aik =
m

∏
j=1

m

∏
l=1

w
xil ·yjk
l j ; i, j, k, l ∈ I(m). (4)
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The MPF definition is related to the following associativity identities.

Definition 4. MPF is one-side, (left-side or right-side) associative and two-side associative if the
following respective identities hold:

Y(XW) = (YX)W = YXW; (WX)Y = W(XY) = WXY. (5)

(XW)Y = X(WY) = XWY. (6)

In general, MPF is a function F: MR × MS × MR → MS. To be concise, we will use
the notation MPFR

S for the definition of MPF with base matrix defined over the platform
semigroup S in MS and with power matrices defined over the exponent semiring R in MR.
The categorical interpretation of MPF is presented in [15], in the context of the construction
of several key agreement protocols. We slightly reformulate the notions used in the authors’
interpretation by the following proposition, which is more appropriate for our study.

Proposition 1. If MPF is associative, then MS is a multiplicative MR-semibimodule.

This means that there exist bilinear (left and right) actions of the matrix semiring MR
on the matrix semigroup MS. According to the definition of action, it must satisfy the
associative law corresponding to Definition 4. Since matrix semigroup MS is multiplicative,
then MR-semibimodule MS is multiplicative in our case. The following lemma is presented
without proof. The proof can be found in [14].

Lemma 1. If R is a commutative numerical semiring (e.g., N0 = {0, 1, 2, . . . }) and S is a
commutative semigroup, then MPF is two-side associative.

The direct MPF value computation requires finding matrix A in (4), when matrices X,
Y and W are given. The inverse MPF value computation requires finding matrices X and
Y in (4), when matrices W and A are given. The MPF problem is the computation of the
inverse MPF value.

Definition 5. A function F: Dom → Ran with finite sets of domain (Dom) and range (Ran)
is a candidate for one-way function (OWF) if for all d ∈ Dom the F(d) can be computed by a
polynomial time algorithm, but any polynomial time randomized algorithm that attempts to compute
an inverse value F−1(r) = d for F, where r ∈ Ran is given, succeeds with negligible probability. That
is, for all randomized algorithms, all positive integers c and all sufficiently large n = length(d), the
probability to compute an inverse value r for F is at most n−c. The probability is taken over the
choice of r from the discrete uniform distribution in Ran.

Paraphrasing this definition in a non-formal way, MPF is candidate for OWF if: (1) the
MPF direct value computation is easy, and (2) the MPF problem is hard.

The computation of the direct MPF value is effective and can be done by powering ele-
ments of the platform semigroup S by elements of the exponent semiring R with relatively
small values (e.g., up to 5 used in this study). It is related to the matrix multiplication by
the two matrices from the left and right. In this paper we present some evidence that the
solution of the MPF problem is hard.

Proposition 2. The necessary requirements for MPF for the proposed SIP are the following: (1) it
is a candidate for OWF, (2) it is associative, and (3) the following distributive identity holds:

(U+X)W( +Y) = UWV * UWY * XWV * XWY, (7)

where * is a Hadamard product of matrices [16].
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3. The Definition of Algebraic Structures

In order to construct a platform semigroup for MPF, the class of modified multi-
plicative medial semigroups [17] is used. A medial semigroup SM has the presentation
consisting of two generators a, b and relation RM is defined in the following way:

SM = <a, b | RM>, (8)

RM: w1abw2 = w1baw2, (9)

where w1 and w2 are arbitrary non-empty words in SM, written in terms of generators a and
b. The reason for the introduction of the medial semigroup is the existence of the following
identity, based on the relation RM, valid for all words w1, w2 ∈ SM and any exponent e ∈ N0,
where N0 = {0, 1, 2, . . . } is the semiring of natural numbers with zero:

(w1w2)
e = w1

ew2
e. (10)

In order to construct a platform semigroup S for MPF in (4), two extra relations R1
and R2 are added to SM:

R1: a5 = a; R2: b5 = b. (11)

These relations can be generalized for arbitrary finite exponents instead of 5, however,
only relations (11) are considered in this paper for simplicity. Thus, modified medial
semigroup S has the following presentation:

SM = <a, b | RM, R1, R2>. (12)

Note that we define S as a multiplicative, non-commuting and cancellative semigroup.

Proposition 3. Semigroups SM and S are transformed into monoids by introducing an empty word
as a multiplicatively neutral element, denoted by 1. Then, conveniently, the following identities
hold for all w in SM and S:

w1 = 1w = w, w0 = 1; 0 ∈ N0. (13)

Using relation RM in (9) any word in SM can be transformed to the form w = bsatbuav

moving generators a, b left and right, where s, t, u, v ∈N0. Let w = bsatbuav be such word in
SM. Reformulating the Theorem 12 in [14], the normal form wnf of word w in the semigroup
SM is defined by the following function nf : SM → SM,nf and is expressed by the relation:

wn f = max
t,u

(bsatbuav) = bβaia bib aα = n f (w); α, β ∈ {0, 1}; ia, ib ∈ N0. (14)

The normal form in the modified medial semigroup S is defined by the following
theorem.

Theorem 1. The normal form wη of the word wnf in the normal form of SM, is represented by the
function η: SM → S and obtained by applying the minimization procedure of exponents ia, ib in
(14) using the relations R1, R2:

wη = min
ia ,jb

wn f (β, ia, jb, α) = min
ia ,jb

(bβaia bjb aα) = bβaibjaα = η(wn f ); α, β ∈ {0, 1}; ia, ib ∈ N0. (15)

Since S is a multiplicative semiring, the following exponent identities hold for any
generator g ∈ {a, b}:

gigj = gi+j; (gi)j = g ij. (16)

Addition and multiplication tables for exponents i, j are presented in Tables 1 and 2
below.
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Table 1. Addition (+) table for exponents i, j.

+ 0 1 2 3 4

0 0 1 2 3 4

1 1 2 3 4 1

2 2 3 4 1 2

3 3 4 1 2 3

4 4 1 2 3 4

Table 2. Multiplication (•) table for exponents i, j.

• 0 1 2 3 4

0 0 0 0 0 0

1 0 1 2 3 4

2 0 2 4 2 4

3 0 3 2 1 4

4 0 4 4 4 4

Referencing relations R1, R2 the semiring N0 can be replaced by the finite semiring
N4 = {0, 1, 2, 3, 4}. This semiring has an additive semigroup with index 1 and period 4. The
exponent functions defined on S are determined by non-negative exponents in semiring N4.

We generalize these functions by introducing the “imaginary” unit ι which has some
weak analogy with complex numbers in classical numerical algebra based on the imaginary
unit i (i2 = −1). According to this “analogy” the set of complex exponents can be introduced
and denoted by ι·N4, where “·“ denotes a formal multiplication of ι by any number in N4.
According to our assumption and using the relation RM in (9), the following properties of
exponent ι are defined:

ι2 = 1, 1 ∈ N4; aι = b; bι = a; t + ι·u �= ι·u + t, (17)

where t, u ∈ N4. This means that elements t + ι·u and ι·u + t do not commute.
The algebraic structure termed a near-semiring [18] was introduced for the construc-

tion of MPF in [14]. In general, it can be defined in the following way.

Definition 6. A near-semiring (NSR) is a nonempty set with two binary operations “+” and
“·”, such that <NSR; +; 0> is an additive monoid with neutral element 0, and <NSR; ·; 1> is a
multiplicative monoid with neutral element 1, satisfying the following (two-sided) axioms for all x,
y, z in NSR:

x·(y + z) = x·y + x·z, and (x + y)·z = x·z + y·z, (18)

0 + x = x + 0 = x; 0·x = x·0 = 0; 1·x = x·1 = x. (19)

Referencing to this definition the special type NSR required for MPF SIP construction
is defined in the following way.

Definition 7. The exponent near-semiring NSR consist of non-commuting additive monoid <NSR;
+; 0> and commuting multiplicative monoid <NSR; ·; 1> satisfying Definition 6 and is a union of
the following sets

NSR = N4 + ι·N4 + N4 ∪ ι·N4 + N4 + ι·N4, (20)

where the set N4 + ι·N4 + N4 defines the class of elements {t + ι·u + v} and the set ι·N4 + N4 +
ι·N4—the class {t·ι + u + v·ι}, where t, u, v ∈ N4.

The presentation of the semigroup S by relations RM, R1, R2 in (9) and (11) induces
certain properties and relations in NSR that can be directly verified and are presented
below without the proof.
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Proposition 4. For any x, y ∈ NSR, where x = t + ι·u + v and y = ι·t + u + ι·v and t, u, v ∈ N4,
the following identities hold for the exponents of generators a and b in S:

ax = at+ι·u+v = ataι·uav= atbuav; ay = aι·t+u+ι·v = aι·tau aι·v = btaubv. (21)

Identity to (21) can be extended for any word w ∈ S:

wx = wt+ι·u+v = wtwuwv; wy = wι·t+u+ι·v = wtwuwv, (22)

where the word w is obtained from w by renaming the generator a to b and b to a respectively.
It is easily verified that the exponent function in S satisfies the following more general
identities for any w, w1, w2 ∈ S and any x, y ∈ NSR:

wxwy = w(x+y) = wx+y; (wx)y = w(x·y) = wx·y, (w1w2)x = (w1)x(w2)x. (23)

The partial case of (23) are the following identities: ax ay = ax+y, (ax)y = a(x·y) = ax·y and
(a1a2)x = (a1)x(a2)x for any a, a1, a2 ∈ S and x, y ∈ NSR. The same is valid for the generator b.
The illustration of the computation of exponents in S is presented in Example 1 below.

The set of matrices defined over the NSR is denoted by MNSR.
Referencing to the Proposition 1, we present the following easily verifiable theorem

without a proof.

Theorem 2. MS is a multiplicative MNSR-semibimodule.

Since NSR is acting on the semigroup S as an exponent function, then MNSR is acting
on MS as MPF. According to Definition 7 and semigroup S presentation in (12) the following
proposition can be formulated.

Proposition 5. NSR introduced in the Definitions 6 and 7 has non-commuting additive monoid
<NSR; +; 0> and commuting multiplicative monoid <NSR; ·; 1>, i.e., for all x, y, z1, z2 ∈ NSR the
following identities hold:

z1 + x + y + z2 = z1 + y + x + z2. (24)

x·y = y·x. (25)

Relation (25) implies the following identity:

ι·x = x·ι. (26)

Example 1. The computation of wx. Let w = b3aba2 and x = 2 + ι·3 + 4, then the 1-st step of the
computation is performed in the following way.

wx = w2+ι·3·+ 4 = (b3aba2)2+ι·3+4 = (b3aba2)2 (b3aba2)ι·3 (b3aba2)4 = (b6a2b2a4) (a9b3a3b6) (b12a4b4a48)

At the second step transformation to the normal form (15), every word in parentheses is per-
formed.

(b6a2b2a4) (a9b3a3b6) (b12a4b4a48) = (b7aba5) (a12b9) (b15aba11) = (b3aba) (a4b) (b3aba3) = = ba9b8a = bab4a.

The final word is found using R1 and R2 as well, where b8 = b4, a9 = a.

The gray part of Table 1 represents the additive subgroup N4
+ = {1, 2, 3, 4} with neutral

element equal to 4. Subgroup N4
+ has the subset of two generators Γ = {1, 3}. The subgroup

N4
+ and generators Γ will play an important role in proving the uniform distribution

of conversations and the security against eavesdropping attack of MPF SIP in Section 5.
Moreover, relations R1, R2 in (11) define the smallest exponent e = 5 where subgroup N4

+

has at least two generators. It is important to have a random choice in the set having at
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least two generators and will be used in our construction as well. The gray part of Table 2
represents the multiplicative semigroup N4

+ in N4. It is easily verified that N4
+ is a sub-

semiring of N4. Replacing N4 by N4
+ in Definition 7, we obtain a new near-semiring as a

sub-semiring of NSR which is denoted by sNSR. The matrix set over the sNSR is denoted
by MaNSR and matrix set with entries in Γ = {1, 3} is denoted by MΓ. MPFs defined by the
multiplicative MsNSR-semibimodule MS and by the multiplicative MsNSR-semibimodule
MS are denoted by MPFNSR

S and MPFsNSR
S respectively.

Together with the introduced here near-semirings the introduction of anti-NSR, de-
noted by aNSR, to the original NSR is necessary. According to (20), aNSR is defined by:

aNSR = −N4 − ι·N4 − N4 ∪ − ι·N4 − N4 − ι·N4, (27)

where for any element x in NSR there exists a unique element x′ in aNSR obtained by
switching the sign of x from positive to negative, i.e., x′ = −x. The matrix set over the aNSR
is denoted by MaNSR. For any matrix H in MNSR there exists a unique matrix −H in MaNSR
with negative entries. Then, formally, we assume that

H − H = O, (28)

where O is the zero matrix, i.e., matrix with all entries equal to zero.
This construction will be used in the security proofs for the so-called simulator Sim

computations. Several additional properties of MPFaNSR
S are presented below without the

proof. Let O be a zero matrix in MNSR and E is a unity matrix in MS consisting of all entries
equal to 1 in S. Then according to (7), (27) and (28), for any W, A ∈ MS and U, H ∈ MNSR
the following identities hold:

AO = E; OA = E; W * E = E * W = W; (29)

UAH * UA−H = U(AH−H) = UAO = UE = E. (30)

The last identity remains valid if the presented actions are reversed from the left to
the right.

4. MPF Sigma Identification Protocol (SIP)

In general, sigma identification protocols (SIP) are realized using the conversation
between the Prover and the Verifier when the Prover proves to the Verifier the knowledge
of the secret (e.g., his private key—witness) without revealing knowledge about this
secret [19]. In this case it is said that SIP has the Zero Knowledge Proof (ZKP) property [19].
Prover is using his private, public key pair we denote by PrK, PuK named as a witness-
statement pair.

We denote any matrix Q that is generated uniformly at random from the matrix set M
by Q ← rand(M).

We use matrix sets MsNSR and MΓ introduced in Section 3 instead of the matrix set
MNSR to provide a random uniform distribution of data generated in MPF SIP.

Parties share the same public parameter represented by matrix W in MS generated at
random W ← rand(MS). The prover runs the following key pair generation algorithm. For
the private key PrK-witness generation two secret matrices X, Y in MΓ = {1, 3} are chosen
at random:

X,Y ← rand(MΓ). (31)

Then PrK = (X, Y)∈MΓ × MΓ.
The public key PuK-statement is computed using MPFsNSR

S defined above:

PuK = XWY = A. (32)
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Prover distributes his PuK = A ∈ MS to all users including Verifier. According to
the 3-rd condition in the Proposition 2 represented by the distributive identity (7), we
formulate the following easily verified theorem without proof.

Theorem 3. MPFsNSR
S satisfies the distributive identity (7).

Definition 8. Equation (32) defines a set of relations Rel between the set of witnesses (PrK) and
statements (PuK) which is a subset of the following direct product of sets: Rel ⊆ (MΓ × MΓ) × MS.

Since relations R1, R2 in (11) define a finite semiring S, they induce the finiteness of
sNSR. Then, sets MsNSR and MS are finite as well.

Definition 9. Let matrix A = {aij} be of finite order and assume that all entries qij can be effectively
encoded by the finite string of bits not exceeding polynomial length. Then, matrix A is effectively
recognizable in MS if all its entries can be effectively decoded and effectively transformed to the
normal form (15).

Proposition 6. Any finite length word w in S can be transformed to the normal form (15) using
the linear number of operations with respect to the length of w.

Definition 10. Relation Rel is efficiently recognizable if every matrix A’ = {aij’}, where aij’are finite
strings of generators a, b in MS, can be effectively transformed into the matrix A in MS with all
entries expressed in the normal form (15).

Definition 11. Relation is an effective relation if it is efficiently recognizable.

Proposition 7. Relation Rel is effective.

Referencing to the general definition of Sigma protocol in [19], the corresponding
definition can be formulated for MPF SIP.

Definition 12. Let Rel ⊆ (MΓ × MΓ) × MS be an effective relation. An MPF SIP for Rel is a
pair (P, V) of interactive protocols executed by the Prover and the Verifier. Protocol P is taking a
witness-statement pair (PrK, PuK) ∈ Rel as an input. Protocol V is taking as an input statement
PuK ∈ MS. Then after the conversation V outputs accept or reject.

MPF SIP is performed during three pass communications named as a conversation
between the Prover and the Verifier.

1. Prover generates two matrices U, V ← rand(MΓ) at random and using his witness-PrK
computes the commitment C = (C0, C1, C2) consisting of three matrices C0, C1, C2
in MS:

C0 = UWV, C1 = UWY, C2 = XWV. (33)

Prover sends C to the Verifier.
2. After receiving C, Verifier generates two matrices H′, H” ← rand(MsNSR) at random

and independently, forms challenge H = (H′, H”) and sends H to the Prover.
3. Upon receiving H, Prover computes the response R = (S, T) consisting of two matrices

S, T in MsNSR:
S = U + H′X, T = V + YH”, (34)

and sends R = (S, T) to the Verifier.

At this stage Prover and Verifier complete the conversation. After receiving R = (S, T),
Verifier checks if

SWT = C0 * C1
H” * H′

C2 * H ′
AH”, (35)

and if it is the case outputs accept.
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The distinct feature of the proposed protocol (against, e.g., Schnorr or Okamoto
protocols, [19]) is that the Prover generates a commitment at the first step of the protocol
using components X, Y of the witness-PrK = (X, Y).

Completeness. On the common statement input PuK = A, the honest Prover knows
witness-PrK = (X, Y) for PuK and succeeds in convincing the Verifier of his knowledge
with probability 1. It follows from the validity of associativity identity (6) and distribution
identity (7):

SWT = (U+H′X)W(V+YH”) = UWV * UWYH′ ′
* H′XWV * HX′

WYH′
= UWV * (UWY)H” * H′

(XWV) * H′
(XWY)H′

= C0 * C1
H” * H′

C2 * H′
AH”.

Verifier uses the conversation (C, H, R) together with the Prover’s statement PuK = A
for the verification and yields accept if (35) holds.

The test example of this protocol is presented in Appendix A.

5. Security Analysis

We consider the main three main kind of attacks for SIP presented in [19] ordered by
their power, i.e., direct attack, eavesdropping attack and active attack. The weakest attack
of the three is a direct attack and it is applied mainly for password protected systems which
can also be realized using symmetric cryptography. The outcome of these attacks is either
adversary impersonation of legal Prover or even compromisation of legal prover’s secret,
namely his password or private key PrK-witnwss. The detailed description of the attack
game and the theorem formulating security against this attack is presented in ([19], Section
18.3). Since this attack is not of direct interest for our research, we only use the security
formulation for this attack in our construction in Theorem 4 below as an intermediate
result to consider the more powerful eavesdropping attack. In this section we prove the
conditions under which the proposed MPF SIP is resistant against eavesdropping attack
finalizing it in Theorems 5 and 6. Unfortunately, we were not able to prove the resistance
against most powerful active attack for the reasons presented below.

Assumption 1. MPFNSR
S is a candidate for one-way function (OWF).

This assumption can be supported by our previous results presented in [11–14].
The MPF is constructed using similar algebraic structures as in [14]. In [12,13] the NP-
completeness of the similar MPF problem is proven. MPF function introduced there is
defined in finite modified medial platform semigroup and finite power near-semiring.
Despite the lack of proof of the NP-completeness of the MPF problem defined here, we can
present some links of this MPF with the well-known multivariate quadratic (MQ) problem
which is proved to be NP-complete over any field [7]. Let ϕ: S → Sa is the homomorphism
of the semigroup S to the semigroup Sa defined by the introduced new relation b = 1. Then
Sa = {1, a, a2, a2, a4} is a cyclic monoid with index 1 and period 4 [20]. The corresponding
public matrix denoted by W’. Then the entries of this public matrix W’ consist of elements
ai, where I ∈ {0, 1, 2, 3, 4} due to relation R1. Analogously, the NSR can be homomorphically
transformed to the set of integers Z5 = {0, 1, 2, 3, 4} by introducing the relation ι = 0. Then
the matrices X’, Y’ ← rand(Z5) are generated.

Since Sa is a cyclic semigroup then the discrete logarithm operation dloga with the
base a can be applied elementwise to the MPF relation X′

(W′)Y′
= A′. In this case we obtain

MQ problem but defined not over the field F5 = {0, 1, 2, 3, 4} (where operations are defined
mod 5) since according to relation R1 in (11) the exponents of generator a cannot be reduced
mod 5. It seems that the obtained MQ problem represented by matrix equation

dloga(X′
(W′)Y′

) = dloga(A′),

is at least no less complex than the “standard” MQ problem. Then, we can make an
assumption that MPF introduced in (4), (32), where unknown monomials are in exponents
is a candidate for one-way function (OWF).
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This assumption is required to prove that the proposed MPF SIP is secure against the
eavesdropping attack and to select the values of the security parameters.

Referencing to Assumption 1 and [19], we can formulate the following theorem.

Theorem 4. If MPFNSR
S is a candidate for OWF and the challenge space is super-poly, then MPF

SIP identification protocol is secure against the direct attack.

Proof. According to the Assumption 1, MPFNSR
S is a candidate for OWF.

Referencing to the relations R1, R2 in (11), the challenge space is exponential with
respect to the order m of matrices in MNSR. The cardinality of MNSR is no less than 52mm,
thus, it is super poly as well. �

It is easily verified that Assumption 1 and Theorem 4 can be applied to MPFsNSR
S .

In order to formulate the security against the eavesdropping attack, we need the
definition and the proof of the Honest Verifier Zero Knowledge (HVZK) property [19] for
MPF SIP. We realized that instead of HVZK of MPF SIP we can prove a rather stronger
result denoted as a special HVZK.

Definition 13. Identification protocol is a special HVZK if there exists an efficient probabilistic
algorithm called a simulator Sim such that for all possible witness-statement pairs or private and
public key pairs (PrK, PuK) the following two conditions hold: 1) the output distribution of Sim
on input (PuK, H) is identical to the distribution of transcript of a conversation (C, H, R) between
Prover on input (PrK, PuK) and Verifier on input Puk, and 2) for all inputs PuK and H, algorithm
Sim always outputs a pair (C, R) such that (C, H, R) is an accepting conversation for PuK.

Following the methodology presented in [19], the following theorem can be formulated.

Theorem 5. MPF SIP protocol is a special HVZK.

Proof. On Sim input R’, H’ and PuK, the valid commitment C′ = (C0′ , C1′ , C2′ ) and
corresponding transcript of a conversation (C′, H′, R′) must be generated with identical
distribution as (C, H, R) between the Prover and the Verifier. �

Lemma 2. Let W be a public parameter and two pairs of matrices X,Y ← rand(MΓ), X′,Y′ ←
rand(MΓ) are generated uniformly at random, then the entries of matrices A = XWY and A′ =
X′

WY′
computed according to (32) are uniformly distributed.

Proof of Lemma. Define two subsemigroups in S, namely Sa = {a, a2, a3, a4}, Sb = {b, b2,
b3, b4} and a set of exponents of generators in S denoted earlier by N4

+ = {1, 2, 3, 4}. Then
exponent function of generator a in Sa provides the following 1-to-1 mapping expa: N4

+

→ Sa. Since expa is 1-to-1, then for any I ← rand(N4
+) the value expa (i) = ai will have

a uniform random distribution. The same is valid for the function expb: N4
+ → Sb. Let

expa,a: N4
+ × N4

+ → Sa is a function defining multiplication of generator ai by generator
aj, where i, j ← rand(N4

+), i.e., expa,a (i, j) = aiaj = ai+j. According to R1 in (11), function
expa,a (i, j) provides a 4-to-1 mapping and hence the value ae obtained after the reduction
of exponent ai+j using R1 will have a uniform random distribution.

Let us consider the double exponent function expexpa: N4
+ × Γ → Sa, where expexpa(i,

k) = (ai)k with I ∈ N4
+, k ∈ Γ. This function provides a 2-to-1 mapping. Let i, k values

are random and uniformly distributed, then the value (ai)k is also random and uniformly
distributed. The same is valid for the generator b and for complex exponents ι·i and ι·k. In
the latter case complex unit ι simply changes a to b and vice versa.

As a consequence, the mentioned above exponents of generators a, b are random and
uniformly distributed.

If we have any word w ∈ S and exponentiate it by i, then after the reduction of
exponents corresponding to the generators a and b the uniform distribution of resulting
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exponents will be obtained. After that the generators are grouped according to the normal
form defined in (15) and this grouping simply corresponds to computing expressions of
the type aiaj = ai+j. Hence the grouping procedure will not change the uniform distribution.
As a result, we obtain uniformly distributed normal form wη in (14).

These results are applied subsequently to the left MPF and right MPF (according to
Definitions 1 and 2) to prove the uniform distribution of entries of matrices A and A’ being
a value of two sided MPF in Definition 3. The proof is performed by induction with respect
to the order m of MPF matrices. The first step of induction for m = 1 is proved above.

The Lemma is proved. �

Lemma 3. Suppose the following pairs of matrices X, Y ← rand(MΓ), U, V ← rand(MΓ), X′,
Y′ ← rand(MΓ), U′, V′ ← rand(MΓ) and Hˆ′, Hˆ” ← rand(MsNSR) are generated uniformly at
random. Then the distribution of entries of matrices S, T in (34) and of matrices S′, T′ computed by
the relations.

S′ = U′ + Hˆ′X′, T′ = V′ + Y′Hˆ”, (36)

have the same uniform random distribution.

Proof of Lemma. Firstly, we prove that the product of matrices H′X, YH” has the same
uniform random distribution as the product of matrices Hˆ′X′, Y′Hˆ”. Let us consider a
scalar case with h′x, yh” and hˆ′x′, y′hˆ” instead, where h′, h”, hˆ′, hˆ” ∈N4

+ and x, y, x′, y′
∈ Γ. Then the multiplication function is defined by the mapping mulh,x: N4

+ × Γ → N4
+

which according to Table 2 is 2-to-1. Since multipliers are chosen uniformly at random,
then the value mulh, x(h, x) = hx in N4

+ is distributed uniformly at random. The same is
valid for other terms.

Now consider the addition function addu,z: Γ × N4
+ → N4

+ which according to
Table 1 is 2-to-1. Then, since the value z = hx is distributed uniformly at random the value
addu, z(u, z) = s is also distributed uniformly at random.

The random and uniform distribution of entries of matrices H′X, YH” and Hˆ′X′,
Y′Hˆ” can be proved by induction using the uniform and random distribution of values of
functions mulh, x and addu, z. Then, the entries of matrices S, T and S′, T′ are distributed
uniformly at random as well.

The Lemma is proved. �

Proof. Proceeding with the proof of the theorem, the response R′ = (S′, T′) must be
computed referencing to (34). Then, the following random matrices in MNSR are generated
independently: U′, V′ ← rand(MΓ), X′, Y′ ← rand(MΓ). As an additional input the
simulator takes two challenge matrices Hˆ′, Hˆ” ← rand(MsNSR × MsNSR). Then, according
to (34):

S′ = U′ + Hˆ′X′, T′ = V′ + Y′Hˆ”. (37)

Referencing to Lemmas 2 and 3, R′ = (S′, T′) and R = (S, T) have the same uniform
distribution and hence the distribution of S′

WT′
is the same as the distribution of SWT in

(35). According to the Theorem 3 S′
WT′

has the following expression

S′
WT′

= (U′+Hˆ′X′)W(V′+Y′Hˆ”) = U′
WV′

* U′
WY′Hˆ”* Hˆ′X′

WV′
* Hˆ′X′

WY′Hˆ” = U′
WV′

* (U′
WY′

)Hˆ” * Hˆ′ (X′
WV′

) * Hˆ′BHˆ”, (38)

where B = X′
WY′

.
For given matrices U′, V′, X′, Y′ and (Hˆ′, Hˆ”) generated uniformly at random and

independently, Sim must compute a challenge C′ = (C0′ , C1′ , C2′ ) satisfying the following
equation:

S′
WT’ = C0′ * (C1′ )Hˆ” * Hˆ′ (C2′ ) * Hˆ′AHˆ” (39)

Referencing to identity (37), Sim computes

C0′ = U′
WV′

, C1′ = U′
WY′

, C2′ = X′
WV′

* BHˆ” * A−Hˆ”. (40)
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According to Theorem 5, the entries of matrices C0′ , C1′ , have the same uniform
distribution as of matrices C0, C1. Since (1) the distribution of S ′

WT ′
is the same distribution

as of SWT, (2) X ′
WV ′

is uniformly distributed and (3) the computation of matrix C2′ in (39)
is based on Hadamar multiplication rule [16] (i.e., elementwise), then the distribution of
C2′ is the same as the distribution of C2. Then the commitment C′ = (C0′ , C1′ , C2′ ) has the
same distribution as C = (C0, C1, C2). It remains to prove that (C′, H′, R′) is an accepting
conversation using the following identities.

C0′ * (C1′ )Hˆ” * Hˆ′ (C2′ ) * Hˆ′AHˆ” = U’WV’ * (U’WY’)Hˆ′ * Hˆ′ (X’WV’) * Hˆ′BHˆ” * Hˆ′A−Hˆ” * Hˆ′AHˆ”

= S’WT’ * Hˆ′AHˆ”-Hˆ” = S’WT’ * Hˆ′AO = S’WT’ * E = S’WT’.
(41)

The theorem is proved. �

Since special HVZK implies HVZK, then according to the Assumption 1 and Theorems
4 and 5, proposed MPF SIP is secure against the direct attack and is HVZK. The Theorem
19.3 in [19] states that if an identification protocol is secure against direct attacks, and is
HVZK, then it is secure against eavesdropping attacks. Referencing to this result we have
proven the following theorem.

Theorem 6. MPF SIP is secure against the eavesdropping attack.

Unfortunately, we are not able to prove the security of MPF SIP against an active
attack since we have not proved the soundness of MPF SIP. Our construction is based on
far more complicated algebraic structures than many traditional identification protocols
including Schnorr protocol.

6. Selection of the Security Parameters and Efficiency Analysis

Since relations R1, R2 are fixed, the security parameter is the order m of matrices
defining MPF. Then, according to (32) PrK and PuK matrix relation in the Definition 8
consists of m2 exponent equations of the type (4). According to the Assumption 1 and
the belief that the solution of randomly generated MQ system is hopeless when system
consists of n ≥ 80 equations with v ≥ 80 variables [9], it is sensible to choose the number
of exponent equations of the type (4) corresponding to the matrix equation (32) to be no
less than 80. Then, m can be chosen to be equal to 10, 11, 12. In this case the number of
exponent equations is equal to 100, 121, 144 correspondingly. To represent NSR elements
of the types t + ι·u + v and t·ι + u + v·ι, where t, u, v ∈ {1, 2, 3, 4} 9 bits are required. Thus,
memory requirement for PrK = (X, Y) is 2 × 9 m2 bits. To represent the word w in S in
normal form (15) 6 bits are required. So, PuK = A representation requires 6 m2 bits.

Effectivity of SIP is related to the left and right MPF value computations in (2) and (3)
and can be performed using exponentiation tables of the size 4x4 in our case. Transforma-
tion of matrix entries to the normal form requires asymptotically O (m2) operations. The
computational resources for the one-sided MPF value computation are equivalent to the
matrix multiplication and are asymptotically at most O (m3). SIP realization for Prover re-
quires 6 one-sided MPF values computation, 2 multiplication of matrices in NSR requiring
O (m3) operations and two additions of matrices in NSR requiring O (m2) operations. Both
matrix multiplication and addition can be performed using the table of operations of the
size 4 × 4 as shown in Tables 1 and 2.

For the Verifier’s side one must compute MPF values presented in (35). It takes two
one-sided MPF computations for the left side of (35) and six one-sided MPF computations.
Hence asymptotically it takes O (m3) operations.

7. Discussion and Conclusions

It was an intriguing idea for the authors to create and analyze Sigma identification
protocol (SIP) based on the matrix power function (MPF) defined over the specially selected
algebraic structures, namely modified platform medial semigroup S and power near-
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semiring (NSR). The initial medial semigroup is infinite, cancellative, multiplicative and
non-commuting and is chosen to have two generators a and b. The modification of this
medial semigroup is performed by introducing two extra relations R1 and R2 for the
generators. It induces certain homomorphism yielding finite semigroup and preserving
other properties of medial semigroup. In order to construct MPF, the certain power NSR
is constructed. The properties of NSR are induced by the generic relation RM of medial
semigroup which makes addition operation non-commuting. Therefore, the notion of NSR
is applied. The reason is that constructed NSR is simply not a semiring.

These algebraic structures are far more complicated than the structures used currently
in well-known identification and sigma identification protocols, e.g., Schnorr or Okamoto
protocols. They are based on relatively simple algebraic structures, namely cyclic groups
Zp

* or Gq. MPF SIP construction based on more complicated algebraic structures was
successful since a very important property of MPF presented in Proposition 2 was satisfied.
In this connection we are expecting that proposed MPF SIP should provide greater security
than existing Sigma protocols based on numerical cyclic groups. The investigation of the
resistance against quantum cryptanalysis attack is very attractive and could be dedicated
for the future research.

MPF, presented here, has some similarity to the certain MPF problem which was
proven to be NP-complete in our previous publications [12,13]. It is believed so far that
NP-complete problems cannot be effectively solved by quantum computers. The security
of MPF SIP presented here relies on the assumption that this MPF problem is a candidate
for one-way function (OWF).

Following the methodology, notions and security analysis of Sigma protocols pre-
sented in D. Boneh, and V. Shoup tutorial we proved that the proposed SIP is secure against
the eavesdropping attack. Unfortunately, the proof that this protocol is secure against
active attack was not presented since we have not proved the soundness of this protocol yet.
The soundness of identification protocols is easily proven for simple algebraic structures,
namely Zp

* or Gq. In our case, however, the algebraic structures are far more complicated
and existing proof methodology used in cyclic groups cannot be applied.
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Abbreviations

Symbol Explanation

ι Imaginary unit in NSR, wiyh the property ι2 = 1.
A Public key (PuK) matrix and statement in MPF SIP.
a, b Generators in modified medial semigroup S.
aNSR Anti Near-semiring to the NSR.
C = (C0, C1, C2) Commitment consisting of three matrices C0, C1, C2 and computed by the Prover.
DSA Digital signature algorithm
ECDSA Elliptic curve digital signature algorithm
H′, H” Challenge matrices generated by Verifier.
HFE Hidden field equations cryptosystem
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Symbol Explanation

MNSR Set of matrices over NSR.
MPF Matrix Power Function.
MPFS

NSR Matrix Power Function defined by the matrices over base semiring S and
exponent matrices over NSR.

MS Set of matrices defined over semiring S.
N0 Semiring of natural numbers with zero.
NSR Near-semiring.
OWF One-way function
PrK = (X, Y) Private key or witness in MPF SIP consisting of two generated at random

matrices X, Y over the NSR.
PuK = A Public key and statement for PrK consisting of matrix A over the semiring S.
Rel Effective relation for MPF SIP relating a witness-PrK with statement PuK.
RSA Rivest, Shamir, Adleman cryptosystem
S Modified medial semigroup.
s, t, u, v Positive integers.
SIP Sigma Identification Protocol.
SM Medial semigroup.
sNSR Sub-near-semiring in NSR.
V, U Random matrices generated in NSR for commitment C computation.
w Word in medial semigroup SM or modified medial semigroup S.
X, Y Component matrices of PrK and witness over the NSR.
x, y, z Exponents of generators in NSR.

Appendix A. Numerical Example of the MPF SIP

A numerical illustration of the MPF SIP is presented below for the matrices with di-
mensions 3 × 3. Firstly, PrK = (X, Y) components are generated, where X,Y ← rand(MNSR).
The entries of X, Y are chosen in the form {t + ι·u + v} as elements in NSR (see Proposition
4), where t, u, v are in N4

+ = {1, 2, 3, 4} according to Corollary 5.6. For convenience the
imaginary unit ι in (17) is replaced by latin notation i.

X =

⎡⎣ 1 + i + 1 3 + 3i + 3 1 + 3i + 1
1 + 3i + 1 1 + i + 1 3 + 3i + 3
3 + 3i + 3 1 + 3i + 1 1 + i + 1

⎤⎦

Y =

⎡⎣ 3 + i + 3 3 + 3i + 1 1 + i + 3
1 + i + 3 3 + i + 3 3 + 3i + 1
3 + 3i + 1 1 + i + 3 3 + i + 3

⎤⎦
Next, Public matrix W is generated at random (W ← rand(MS)) and PuK = A= XWY is

computed referencing to (4), (21)–(23), (32).

W =

⎡⎣ ba3b3a ba2ba bab3a
bab3a ba2b3a bab2a
bab3a bab3a ba3b3a

⎤⎦

A =

⎡⎣ ba4 ba3b2a bab2a
ba3b2a ba4 ba2

ba2 bab2a ba3b2a

⎤⎦
Two matrices U, V are generated U,V ← rand(MsNSR) for the computation of commitment.

U =

⎡⎣ 1 + 3i + 3 3 + i + 3 3 + 3i + 1
3 + 3i + 1 1 + 3i + 3 3 + i + 3
3 + i + 3 3 + 3i + 1 1 + 3i + 3

⎤⎦
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V =

⎡⎣ 3 + i + 1 3 + 3i + 3 1 + 1i + 3
1 + 1i + 3 3 + i + 1 3 + 3i + 3
3 + 3i + 3 1 + 1i + 3 3 + i + 1

⎤⎦
Then, according to (33), Prover computes the commitment C = (C0, C1, C2) consisting

of three matrices C0, C1, C2 in MS and sends it to the Verifier.

C0 =

⎡⎣ ba2 ba3b2a ba3b2a
ba2 ba3b2a ba3b2a

ba3b2a ba2 ba2

⎤⎦

C1 =

⎡⎣ ba4 ba3b2a bab2a
ba4 ba3b2a bab2a

bab2a ba2 ba4

⎤⎦

C2 =

⎡⎣ ba2 ba3b2a ba3b2a
bab2a ba4 ba4

ba4 bab2a bab2a

⎤⎦
Verifier generates the challenge consisting of two matrices H′,H” ← rand(MsNSR):

H′ =

⎡⎣ 1 + i + 1 2 + 2i + 2 3 + 3i + 3
3 + 3i + 3 1 + i + 1 2 + 2i + 2
2 + 2i + 2 3 + 3i + 3 1 + i + 1

⎤⎦

H′′ =

⎡⎣ 4 + 4i + 4 2 + 3i + 4 1 + 2i + 4
1 + 2i + 4 4 + 4i + 4 2 + 3i + 4
2 + 3i + 4 1 + 2i + 4 4 + 4i + 4

⎤⎦
Upon receiving H′,H” the Prover computes the response matrices S, T according to

(34) where S = U + H′X, T = V + YH”. The entries of these matrices are the exponents of
generators a, b in semigroup S and are presented in non-reduced form.

S = U + H′X =

⎡⎣ 1 + 59i + 67 1 + 45i + 51 1 + 47i + 55
1 + 47i + 55 1 + 59i + 67 1 + 45i + 51
1 + 45i + 51 1 + 47i + 55 1 + 59i + 67

⎤⎦

T = V + YH′′ =

⎡⎣ 1 + 74i + 108 1 + 80i + 110 1 + 72i + 104
1 + 72i + 104 1 + 74i + 108 1 + 80i + 110
1 + 80i + 110 1 + 72i + 104 1 + 74i + 108

⎤⎦
After reduction using relations R1, R2 in (11) the Prover computes the response

R = (S, T) and sends it to the Verifier, where matrices S, T are expressed in the follow-
ing way:

S = U + H′X =

⎡⎣ 1 + 3i + 3 1 + i + 3 1 + 3i + 3
1 + 3i + 3 1 + 3i + 3 1 + i + 3
1 + i + 3 1 + 3i + 3 1 + 3i + 3

⎤⎦

T = V + YH′′ =

⎡⎣ 1 + 2i + 4 1 + 4i + 2 1 + 4i + 4
1 + 4i + 4 1 + 2i + 4 1 + 4i + 2
1 + 4i + 2 1 + 4i + 4 1 + 2i + 4

⎤⎦
Upon receiving R = (S, T), Verifier checks if the identity (35) holds:

SWT = C0 CH′′
1

H′
C2

H′
AH′′

=

⎡⎣ ba2ba b2a b4a
b4a ba2b3a ba2ba
b2a ba2ba ba2b3a

⎤⎦
Since in this case the identity (35) is satisfied, the Verifier outputs accept.
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Abstract: The proposed model of the neural network describes the task of planning the assembly
sequence on the basis of predicting the optimal assembly time of mechanical parts. In the proposed
neural approach, the k-means clustering algorithm is used. In order to find the most effective
network, 10,000 network models were made using various training methods, including the steepest
descent method, the conjugate gradients method, and Broyden–Fletcher–Goldfarb–Shanno algorithm.
Changes to network parameters also included the following activation functions: linear, logistic,
tanh, exponential, and sine. The simulation results suggest that the neural predictor would be used
as a predictor for the assembly sequence planning system. This paper discusses a new modeling
scheme known as artificial neural networks, taking into account selected criteria for the evaluation of
assembly sequences based on data that can be automatically downloaded from CAx systems.

Keywords: assembly sequence planning (ASP); modelling; artificial neural networks

1. Introduction

The technological assembly process is the final and the most important stage of the
production process, which determines its labor consumption and the final production
costs. For this reason, the development of the most favorable technology to join parts
with the given conditions is a difficult task with multi-criteria but is extremely important.
Optimization or improvement of assembly at the production planning stage concerns the
determination of components having a direct impact on this process.

One of the most important problems at this level is the determination of the most
advantageous sequence [1–5] of the assembly and components of the production cycle but
also the problem of assembly line balancing (ALB) in linear systems, which in principle
are also part of activities occurring at the production process stage. These issues are
fundamentally related to the degree of process automation but also to the production
conditions in a given enterprise. It should be emphasized that in recent times the issues of
determining the assembly sequence based on artificial intelligence methods were not very
frequent, despite the rapid development of this field of knowledge and the significance of
the problem [2,6,7].

Planning the assembly sequence is crucial because it relates to many of its aspects,
including the number of necessary tool changes, the number of assembly directions, or
even the design of mounting brackets and other instrumentation, for the analyzed assembly
sequence. It also has a major impact on the overall efficiency of the process. These features
of the assembly process, along with many others, have a decisive impact on the efficiency
of its course, but some of them may also be criteria for assessing assembly sequences
for its improvement or optimization. Assembly sequence planning (ASP) consists of
determining the feasibility and at the same time, finds the most advantageous, under certain
criteria: order of combining assembly units, parts, and assemblies into more complex units,
which leads to obtaining a final product or a product that meets all design and functional
assumptions. Due to the high complexity of the issue of choosing the appropriate assembly
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sequence from among all acceptable choices and at the same time remaining feasible is
a difficult and complex task. This is due to a large number of possible combinations of
the assembly order, as the theoretical number of variants increases exponentially with the
number of parts joined. In many industrial cases, when planning the assembly process,
no analysis of the sequence or selection of assembly sequences is performed, and this
choice is often based only on the engineering knowledge of people directly involved in
planning the assembly process, although this area often contains large reserves allowing
for improvement and optimizations. This state of affairs results mainly from the difficulty
of evaluating even the already generated ones, due to the constraints of the constructional
nature of assembly sequences.

In the literature on the subject, the assessment and selection of the most favorable
sequence are made according to various criteria, depending on the specificity of plants,
availability of devices, etc. Such criteria may be: assembly time, number of changes in
assembly direction, number of tool changes, degree of difficulty in reaching the next process
state, degree of complexity of assembly unit movements, degree of difficulty in reaching
the next process state, the necessary number of reorientations of the base unit during as-
sembly, stability of assembly units, correctness of the assembly course itself, technological
production capacity, and economy of the process. Sequence evaluation criteria may also
include aspects of safety, reliability, weight, operating economy, technology, ergonomics,
aesthetics, or ecology. Importantly, selected data regarding the criteria for evaluating as-
sembly sequences can be obtained automatically from CAD assembly models, for example,
the direction of joining parts obtained in this way is related to the number of changes in
assembly direction for a specific sequence. Very important for this process are assembly
features, which also have a direct impact on the assembly order of parts. Figure 1 presents
a summary of the most commonly used criteria for optimizing the assembly process in the
selection of assembly sequences in the published and analyzed scientific studies.

Figure 1. Criteria for the evaluation of assembly sequences in the analyzed scientific publications concerning ASP issues.

The assembly sequence planning problem belongs to a general class of optimization
problems known as NP-complete. For this kind of problem, it is necessary to query the
whole set of permissible solutions to ensure that the optimal assembly sequence is found.
Nevertheless, because this search strategy is very time consuming and impractical in many
industrial applications which are complex, have multiple criteria, and often contain issues
that prove difficult to optimize, other heuristic techniques are often applied to find a

424



Appl. Sci. 2021, 11, 10414

solution close to the optimal one. One solution is also artificial neural networks, which is
an information processing paradigm inspired by the natural biological nervous system.
The very topic of assembly sequence planning using neural networks was covered in recent
years by only a limited number of publications [8,9].

The input vector in neural network is multiplied by the synaptic weights, which are
the weight vector. This activity is related to the implementation of the function of the
postsynaptic potential and the determination of the value of the y signal calculated based
on the sum of input signals multiplied by synaptic weights. The models of artificial neurons
can be perceived as mathematical models. What we consider to be the first model of a
neural network is the neuron model proposed by W. McCulloch and W. Pitts in 1943 and
inspired by the biological model, following the pattern [9]:

Transfer function ⇒ y = f (∑k
i=1 xiwi + w0) (1)

Usually, the signal path between neurons (processing units) is as shown in Figure 2,
where xn are the neuron input signals (or the external system input data), wn are the weights
of the edge-connections (synapses), wo is the neuron’s sensitivity threshold (i.e., bias), and
f (·) is a simple non-linear function, e.g., a sigmoid or logistic one. Activation (transfer)
(AF) functions are possible for each of the hidden and output layers [3].

Figure 2. Schematic representation of the artificial neural network.

These studies are aimed at showing the possibility of predicting the assembly time of
mechanical products based on variable factors influencing this parameter. The advantage
of using artificial neural networks over other optimization algorithms is the ability to
predict the assembly time without knowing the mathematical model that describes this
phenomenon. This allows to obtain adequate results, also in the conditions of having
incomplete production data. This procedure is indirectly aimed at indicating the assembly
sequence by selecting the least time-absorbing solution. The article focuses on the appli-
cation of artificial neural networks as a universal tool of artificial intelligence to support
predictive tasks in the area of assembly of machine and device parts. The authors did not
find any articles in which the issue of minimizing assembly time, which is important from
the point of view of production efficiency, is solved with the use of art neural networks
or other methods corresponding to the current trends in the use of artificial intelligence
methods. Difficulties in developing an assembly time prediction procedure are mainly
focused on providing an appropriate number of examples teaching the neural network.
This was achieved by experimentally testing the operation of the network after each set
of 100 examples was prepared. The criterion for accepting the network model for further
analysis was the achievement of network efficiency during verification at a level greater
than 90%. This publication should contribute to a better explanation of the relationship
between the determinants of the technological process and its time consumption.

This paper discusses a modelling scheme known as artificial neural networks. The
neural network approach has been used for analyzing all feasible assembly sequences. This
network structure is suitable for this kind of problem. Proposed assembly planning system
is a graph-based approach in the representation of product.
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2. Related Works

One of the most important issues in determining the assembly sequence is the ap-
propriate data structure, which means graph representations, mainly directed graphs or
hypergraphs. This kind of structure can be considered as formalisms to encode the feasible
assembly sequences. To determine all feasible sequences an appropriate graph search
algorithm is necessary. The commonly used algorithm for directed graphs or hypergraphs
is a heuristically guided search algorithm A*. Although exhaustive search is the simplest
and most popular strategy ensuring the complete of the task, it is quite often impractical.
This approach is usually used in cases where the number of parts is small (simple assem-
bly objects). In the case when the number of parts increases, these strategies may have
limitations due to the problem of combinatorial explosion.

Studies on ASP have implemented different heuristics optimization algorithms such
as genetic algorithm, simulated annealing, evolutionary algorithm, ant colony optimization
algorithm, and immune and other heuristic methods [10–17].

In paper [10] to solve the assembly sequence planning of a certain type of product,
first of all, the rule of nomenclature is designed. Secondly, geometric feasibility and
coherence are designed as constraint conditions and these two are combined with each
other as the objective function. Finally, authors proposed a novel method under the name
of immune particle swarm optimization algorithm. The results show that the immune
particle swarm algorithm can be effective and useful in solving the problem of planning
the assembly sequence.

Authors of [12] address assembly sequence planning problem and propose an im-
proved cat swarm optimization (CSO) algorithm and redefine some basic CSO concepts
and operations according to ASP characteristics. The feasibility and the stability of this
improved CSO are verified through an assembly experiment and compared with particle
swarm optimization.

Paper [13] proposes an ASP algorithm based on the harmony search (HS), which has
an outstanding global search ability to obtain the global optimum. To solve the sequence
planning problem, an improved harmony search algorithm is proposed in four aspects:
(1) an encoding of harmony is designed based on ASP problems; (2) an initial harmony
memory (HM) is established using the opposition-based learning (OBL) strategy; (3) a
particular way to improvise a new harmony is developed; and (4) a local search strategy is
introduced to accelerate the convergence speed. The proposed ASP algorithm is verified
by two experiments.

In paper [17], an attempt is made to generate optimal feasible assembly sequences
using design for assembly concept by considering all the assembly sequence testing criteria
from obtained feasible assembly sequences. To generate all sets of assembly sequences a
simulated annealing technique is used. Sequences consist of n − 1 levels during assembly,
which are reduced by the DFA concept. DFA uses functionality of the assembled parts,
material of the assembled parts, and liaison data to reduce the number of levels of the
assembly by considering the directional changes as the objective function.

In this article, an assembly sequence planning system is proposed. The neutral
network structure is suitable for this kind of problem. The network is capable of predicting
the assembly time, which allows one to choose the best assembly sequence from all the
feasible sequences.

3. Methodology

3.1. The Scope of Research Studies

The following research tasks were performed:

• Indication of determinants affecting the assembly time (number of tool changes, the
number of changes in assembly direction and its stability);

• Measurement of assembly time on an example mechanical part;
• A set of prepared input and output data has been implemented in the neural network;
• Determination of constant parameters of the neural network model:
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1. 3 input neurons (number of tool changes, number of changes in assembly direc-
tions, and stability of the assembly unit) and 1 output neuron (assembly time);

2. Percentage of teaching (80%), testing (10%), and verification (10%) examples;
3. Regression model (determination of the quantitative and floating-point numer-

ical values).

• Development of the most effective model of neural network:

1. Changing network learning algorithms (steepest gradient, scaled conjugate gradi-
ent, Broyden–Fletcher–Goldfarb–Shanno, and RBFT radial basis function teaching);

2. Network topography (multilayer perceptron and network with radial basis functions);
3. Activation functions (linear, sigmoidal, exponential, hyperbolic, and sine);
4. Number of hidden neurons (1–12).

• Selection of the most effective network model, taking into account the error of the sum
of squared differences generated by the network;

• Introduction of previously untested data to the network, allowing verification of the
effectiveness of prediction of assembly time.

This methodology first defined general research tasks and then performed network
testing based on a specific example of a mechanical part. The graphic concept of the
proposed method is presented in Figure 3.

Figure 3. The graphic concept of the proposed method of prediction of assembly time.

In the future, this research may be extended to the verification of other parts of
machines and devices based on the developed model of the neural network. The selected
criteria determining the assembly time are universal and it is assumed that they are also
adequate to other solutions.

3.2. Assessment Criteria for the Assembly Sequence

The proposed tool, based on artificial neural networks, has the objective to support
the determined sequence for manual assembly (although it is also possible to apply it,
albeit after modifications, to an automated process). It was assumed that at the current
stage of research it is used in a specific mechanical production company, where the condi-
tions of the assembly process for newly introduced products are subject to ASP analysis,
and the processes implemented were used to teach the network. This applies to issues
related to, for example, the available machine park, production organization, process
control and supervision, or the level of training of employees, especially in the aspect of
manual assembly.

The following assembly sequence evaluation criteria were used as input to the process:

• Number of tool changes for the respective assembly sequence.
This criterion indicates the number of tool changes during assembly operations. Oper-
ation constitutes the main structural element of a technological assembly process. In
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this work, operations should be understood as, for example, activities such as riveting,
drilling, fitting, and screwing, which are related to changing tools. Depending on the
type of parts to be installed, the required tools can be assigned to them in a simple
manner, from the set of tools utilized in the considered assembly process.

• The number of changes in assembly direction for the respective assembly sequence.
It is the most frequent optimization criterion in ASP. This criterion is connected with
the direction in which the parts are attached during their assembly. There are 6 main
assembly directions, along the 3 main axes: ± X, ± Y, and ± Z.

• Number of stable and unstable units for the specific assembly unit.
Stability criterion determines the number of stable and unstable units for a particular
assembly sequence. We assume that a stable unit is such a unit that remains in
an assembled state, regardless of the force applied to it. The applied forces may
be the force of gravity or the forces associated with the movement of parts or an
assembly unit.

We justify the adoption of these criteria for the evaluation, among others, with the fact
that, as one of the few, they can be automatically obtained from the CAD assembly model,
although it is also assumed that the data can be completed manually.

The purpose of the system is to assist in the estimation of time for all acceptable
sequences under constructional constraints (i.e., feasible ones) and thus enable the selection
of the most favorable one under existing manufacturing conditions. Under these evaluation
criteria it is the sequence with the lowest number of tool changes, the smallest number of
changes in assembly directions, and the smallest possible number of unstable states that
will likely be indicated as the most favorable one; however, it is practically impossible to
obtain such values with these criteria for a single sequence. This is related, for example, to
the weights of individual criteria in relation to the specific assembly process.

3.3. Neural Network Assumptions

Artificial neural networks were used to evaluate the sequence of combining assembly
units. For this purpose, the input and output features of the network were selected and a set
of teaching examples was prepared. The input data were the number of tool changes, the
number of changes in the assembly direction, and assembly stability, while the assembly
time was classified as the group of output data. An important task is to provide an
appropriate number of training samples and identify connections between data, which
when combined allow for obtaining sufficient results and network efficiency [18]. In order
to prepare the training dataset, the numerical values of individual features were normalized,
allowing one to obtain independence between all analyzed data and to ensure equivalence.
The numerical values of the features initially appearing in different ranges were scaled to
values in the range <0.1> using a linear transformation. The task of data normalization was
performed by the min-max function, calculating the difference between the scaled value
and minimum value and scaling it by the range of numerical data according to the formula:

X∗ =
X − min(X)

max(x)− min(x)
(2)

To obtain adequate efficiency, neural network training is performed, consisting of
minimizing the prediction error function determined by the sum of squares (SOS) as
defined by the formula:

SOS =
n

∑
i=1

(yi − y∗
i )

2 (3)

where: n is the number of training examples, yi is an expected network output value, and
y∗

i is an actual network output value.
The error surface is paraboloid-shaped with one distinct minimum, it is associated with

the neurons belonging to the output layer, and it is calculated after each epoch—repeating
the training algorithm. The error is related to a discrepancy between the values obtained

428



Appl. Sci. 2021, 11, 10414

at the network output and the reference values included in the training dataset. Errors
are also determined for neurons in hidden layers by backpropagation, which consists
of adjusting the weight values depending on the assessment of the neuron error in a
multilayer network, using gradient optimization methods. The error backpropagation
algorithm is implemented in the direction from the output layer to the input layer, which
is the opposite direction to the information flow. The effectiveness of a neural network is
directly related to the error function and is calculated as the ratio of correctly classified
or approximated cases to all cases included in the dataset. In order to obtain the highest
efficiency of prediction, the parameters describing the neural network model were changed
and empirically selected: the number of layers (input, output, and hidden) and the included
neurons, the presence of an additional neuron—bias and network learning rules, including
the learning algorithm and activation function. The input layer consists of neurons to
which the input signals are sent to the first hidden layer. The set of input data is divided
into three groups: (1) training data string that allows reflection on prediction tasks, (2) test
data, which check the operation of the network, (3) verification data, which evaluate the
network performance based on new, previously unused set of numerical data. The number
of neurons and hidden layers is selected empirically, enabling a compromise between its
extensive structure and the correct generalization of the processed data. The output layer
of the network is a collection of neurons representing the output signals. The number of
neurons in the output layer is identical to the number of output data points constituting
the result of the network. In addition, in the model of the neural network there may be
an additional neuron bias, called the artificial signal generator, constituting an additional
input for the neuron with a value of +1 and improving the stability of the network during
the training process. The effectiveness of the network is determined by the activation
function of hidden and output neurons, which take the following form: linear (directly
transmitting the excitation value of the neuron to the output), logistic (sigmoidal curve
with values greater than 0 and less than 1), exponential (with a negative exponent), and
hyperbolic (hyperbolic tangent curve with values greater than −1 and less than 1). To
verify the threshold value of the input signal needed to activate the neuron, the activation
functions f(x) are used:

• Linear with output values in the range from −∞ to ∞:

 (4)

• Logistic (sigmoidal) with output values in the range from 0 to 1:

 
(5)

• Exponential with output values in the range from 0 to ∞:

  (6)

• Hyperbolic (hyperbolic tangent) with output values in the range from −1 to 1:

 
(7)
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• Sine with output values from the range from −1 to 1:

 (8)

The selection of the neural network learning algorithm affects its effectiveness. The
general principle of the learning algorithms is to minimize the error function by iteratively
modifying the weights assigned to neurons. The learning process involves entering suc-
cessive learning cases containing information and correct network responses to a set of
input values. The iterative algorithm is stopped when the ability to generalize the learning
results deteriorates. There are many neural network learning algorithms. In this study, the
methods of steepest descent, gradient scaling, and the Broyden–Fletcher–Goldfarb–Shanno
(BFGS) algorithm were used. In the steepest descent method, after specifying the search
direction, the minimum value of the function in this direction is determined, as opposed to
the simple gradient method, which uses a shift with a constant step. An important feature
of the steepest descent method is that each new direction towards the function optimum is
orthogonal to the previous one. Movement in one direction continues until this direction
turns out to be tangent to a certain line of constant value of the objective function. The
principle of the steepest slope, when designating subsequent search directions, requires
carrying out a large number of searches along the successively proposed straight lines.
In this situation, a neural network teaching method based on conjugate directions is a
better solution. The algorithm determines the appropriate direction of movement along
the multidimensional error surface. Then a straight line is drawn over the error surface
in this direction and the minimum value of the error function is determined for all points
along the straight line. After finding the minimum value along the initially given direction,
a new search direction is established from this minimum and the whole process is repeated.
Accordingly, there is a constant shift towards decreasing values of the error function until
a point is found which corresponds to the function minimum. The second derivative
determined in this direction is set to zero during the next learning steps. To maintain the
second derivative value of zero, the direction’s conjugate to the previously chosen direction
is determined. Moving in the conjugate direction does not change the fixed (zero) value of
the second derivative computed along the previously selected direction. Determining the
conjugate direction is associated with the assumption that the error surface has a parabolic
shape. The Broyden–Fletcher–Goldfarb–Shanno algorithm refers to a quasi-Newton algo-
rithm that modifies the weights of the interneural connections after each epoch based on
the mean error gradient. The principle of operation is based on the search for the minimum
squared error function with the use of a Hessian matrix (a matrix of partial derivatives of
the second-order), the inverse of which is generated by an algorithm that initially uses the
steepest descent method, and in the next step it refers to the estimated Hessian. For radial
networks, standard learning procedures are used, including k-means center determina-
tion, k-neighbor deviation, and then output layer optimization. The k-means method is a
method that consists of finding and extracting groups of similar objects (clusters). Thus, k
different clusters are created; the algorithm allows one to move objects from one cluster to
another until the variations within and between clusters are optimized. The similarity of
data in a cluster is supposed to be as large as possible and separate clusters should differ
as much as possible from each other. In the k-neighbor method, each dataset is assigned a
set of n values that characterize it and then placed in an n-dimensional space. Assigning
data to an existing group consists of finding the k-nearest objects in n-dimensional space
and then selecting the most numerous group.

The different types of neural network topologies differ in structure and operating
principles, the basis of which are the multilayer perceptron (MLP) and the network with
radial basis functions (RBF). The multilayer perceptron consists of many neurons arranged
in layers that calculate the sum of the inputs, and the determined excitation level is an
argument of the activation function and then the calculated network output value. All
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neurons are arranged in a unidirectional structure in which the transmission of signals
takes place in a strictly defined direction—from input to output. A key task in MLP
network design is to determine the appropriate number of layers and neurons, usually
performed empirically. A network with radial base functions often has only one hidden
layer, containing radial neurons having a Gaussian character. On the other hand, a simple
linear transformation is usually applied to the output layer. The task of radial neurons is to
recognize the repetitive and characteristic features of input data groups.

In order to elaborate on the best model of the network, a number of constant and
variable parameters were determined, tested by the multiple random sampling method,
resulting in 10.000 network variants. The error of the sum of squared differences generated
for each set of test parameters was established as the criterion for network effectiveness.
The constant parameters of the artificial neural network are:

1. 3 input neurons (number of tool changes, number of changes in assembly directions,
and stability of the assembly unit) and 1 output neuron (assembly time);

2. Percentage of teaching (80%), testing (10%), and verification (10%) examples;
3. Regression model (determination of the quantitative and floating-point numerical values).

Variable network parameters that were altered randomly during the generation of
network models were:

1. Network learning algorithms (steepest gradient, scaled conjugate gradient, Broyden–
Fletcher–Goldfarb–Shanno, and RBFT radial basis function teaching);

2. Network topography (multilayer perceptron and network with radial basis functions);
3. Activation functions (linear, sigmoidal, exponential, hyperbolic, and sine);
4. Number of hidden neurons (1–12).

4. Results and Discussion

4.1. Product Structure and Results

The structure of the product intended for assembly is presented in the form of a
modified directed graph of assembly states. Moreover, we assumed that parts in the
directed graph (digraph) (or the assembled units) are marked as vertices, while the directed
edges demonstrate the possible sequences (paths) for assembling them. It is further
assumed that the assembly of further elements takes place by adding a part or subassembly
consisting of more parts (treated as a single assembled part) to the nth stage assembly. The
directed edges connecting the vertices contain information about the stability of the newly
formed assembly state, the direction of attachment of the parts, and the tool applied. The
described digraph can be generated automatically, based on the CAD assembly drawing.

The basis for executing ASP according to the defined criteria for a specific assembly
process is the determination of all assembly sequences that are feasible due to constraints
of a constructional nature. The matrix record (e.g., in the form of an assembly states
matrix or an assembly graph matrix) of assembly units enables us to determine all variants
of assembly sequences using the appropriate algorithm (this procedure is not discussed
here and it is reduced to finding all the paths in the digraph leading from the starting
vertex xs, constituting the base part, to the final vertex xe, i.e., the last state of the assembled
product—xs, . . . , xe).

The task of determining the sequence of assembly using artificial neural networks was
performed for a sample product—a forklift door, consisting of eight main assembly units:

• 1: door welded construction;
• 2: lock;
• 3: cassette lock;
• 4: door reinforcement bar with passenger’s handle;
• 5: lock cover;
• 6: door seal;
• 7: lower glass;
• 8: upper glass.
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In the first stage, using the construction documentation, the base part was determined
in the form of assembly unit no. 1. Then, a digraph of the structural limitations of the
assembly states was constructed, shown in Figure 4.

Figure 4. Digraph of the structural constraints of the forklift door assembly states.

It was assumed that the assembly of subsequent units takes place by adding another
assembly unit to the assembly state of the nth stage. Based on the constructed digraph
recorded in the form of the assembly state matrix, we determined, with the use of a
selected graph search algorithm 252, those assembly sequences that were possible under
the constraints of the structural nature (Table 1) [19,20], which constitute the basis for
further analysis.

Table 1. Selected feasible assembly sequences generated due to design constraints.

No. Start 1 2 3 4 5 6 STOP RESULTING SEQUENCE

1 1 12 123 1234 12345 123456 1234567 12345678 12345678
2 1 12 123 1234 12345 123456 1234568 12345678 12345687
3 1 12 123 1234 12345 123457 1234567 12345678 12345768
4 1 12 123 1234 12345 123457 1234578 12345678 12345786
5 1 12 123 1234 12345 123458 1234568 12345678 12345867
6 1 12 123 1234 12345 123458 1234578 12345678 12345876
7 1 12 123 1234 12346 123456 1234567 12345678 12346578
8 1 12 123 1234 12346 123456 1234568 12345678 12346587
9 1 12 123 1234 12346 123467 1234567 12345678 12346758
10 1 12 123 1234 12347 123457 1234567 12345678 12347568
11 1 12 123 1234 12347 123457 1234578 12345678 12347586
12 1 12 123 1234 12347 123467 1234567 12345678 12347658
13 1 12 123 1236 12346 123456 1234567 12345678 12364578
14 1 12 123 1236 12346 123456 1234568 12345678 12364587
15 1 12 123 1236 12346 123467 1234567 12345678 12364758
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
252 1 17 167 1467 13467 123467 1234567 12345678 17643258

Table 2 presents the most effective neural networks for predicting the assembly time of
the discussed product. By assessing the values of the sum of squared differences error and
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the effectiveness of the selected neural networks, it was found that the best results were
obtained for network no. 9—the 3-8-1 RBF (Figure 5). We selected it for further analysis
(a network with radial basis functions with three input, eight hidden, and one output
neurons), in which hidden neurons were activated by a Gaussian function, and output
neurons by a linear one, obtaining about 99% efficiency for the group of verification data.

Table 2. Values of neural network parameters that were found best for prediction of assembly time.
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1 RBF 3-7-1 0.4146 0.7848 0.9926 0.0229 0.0587 0.0050 RBFT Gaussian Linear
2 RBF 3-9-1 0.4381 0.7643 0.9958 0.0241 0.0698 0.0112 RBFT Gaussian Linear
3 RBF 3-8-1 0.4050 0.9764 0.9929 0.0231 0.0456 0.0033 RBFT Gaussian Linear
4 RBF 3-2-1 0.0794 0.9668 0.9913 0.0274 0.0636 0.0090 RBFT Gaussian Linear
5 RBF 3-7-1 0.4516 0.9759 0.9925 0.0220 0.0574 0.0042 RBFT Gaussian Linear
6 RBF 3-2-1 0.0794 0.9668 0.9913 0.0274 0.0636 0.0090 RBFT Gaussian Linear
7 RBF 3-2-1 0.0794 0.9668 0.9913 0.0274 0.0636 0.0090 RBFT Gaussian Linear
8 RBF 3-2-1 0.0794 0.9668 0.9913 0.0274 0.0636 0.0090 RBFT Gaussian Linear
9 RBF 3-8-1 0.4522 0.9778 0.9942 0.0220 0.0574 0.0042 RBFT Gaussian Linear

10 RBF 3-6-1 0.4207 0.8487 0.9981 0.0227 0.0567 0.0038 RBFT Gaussian Linear

Figure 5. RBF network model (x1 is the number of tool changes, x2 is the number of changes in
assembly directions, x3 is a stability of the assembly unit, n1–n8 are hidden neurons, p is a bias, and
y is an assembly time).

Figure 6 presents the changes in the value of the learning error of the selected RBF
network depending on the number of learning cycles. The neural network was found in
the first learning cycle—after the first iteration of the training algorithm. The stabilization
of the error value occurred in the sixth learning cycle.
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Figure 6. Changes in the value of network learning errors depending on the number of
learning cycles.

In the learning process of the neural network, the weight values for all neurons are
adjusted. This has an impact on the obtained results because the weights can weaken
(negative values) or strengthen (positive values) the signals transferred by individual
layers of the network. Table 3 presents the weight values generated for the analyzed RBF
network.

Table 3. Neural network weights for prediction of assembly time and network parameters that were found best for
prediction of assembly time.

Connections RBF 3-8-1 Weight Values Connections RBF 3-8-1 Weight Values Connections RBF 3-8-1 Weight Values

X1—hidden neuron 1 0.400000 X3—hidden neuron 5 1.000000 Radial range hidden neuron 5 0.640312

X2—hidden neuron 1 0.500000 X1—hidden neuron 6 0.600000 Radial range hidden neuron 6 0.200000

X3—hidden neuron 1 1.000000 X2—hidden neuron 6 0.500000 Radial range hidden neuron 7 0.200000

X1—hidden neuron 2 0.00000 X3—hidden neuron 6 1.000000 Radial range hidden neuron 8 0.200000

X2—hidden neuron 2 0.00000 X1—hidden neuron 7 0.400000 Hidden neuron 1—y 0.044928

X3—hidden neuron 2 1.000000 X2—hidden neuron 7 0.00000 Hidden neuron 2—y −0.059589

X1—hidden neuron 3 0.200000 X3—hidden neuron 7 1.000000 Hidden neuron 3—y −0.006650

X2—hidden neuron 3 0.00000 X1—hidden neuron 8 0.400000 Hidden neuron 4—y 0.074476

X3—hidden neuron 3 1.000000 X2—hidden neuron 8 0.500000 Hidden neuron 5—y 0.254939

X1—hidden neuron 4 0.600000 X3—hidden neuron 8 1.000000 Hidden neuron 6—y −0.094136

X2—hidden neuron 4 0.500000 Radial range hidden neuron 1 0.200000 Hidden neuron 7—y 0.006649

X3—hidden neuron 4 1.000000 Radial range hidden neuron 2 0.200000 Hidden neuron 8—y −0.045479

X1—hidden neuron 5 1.000000 Radial range hidden neuron 3 0.200000 Data offset—y 0.541008

X2—hidden neuron 5 1.000000 Radial range hidden neuron 4 0.200000

Table 4 summarizes the actual and expected assembly time prediction values, whereas
Figure 7 is a graphical interpretation of their dependencies. A set of verification data
containing previously unused input and output data was selected for the analysis. The
results of the analysis confirm the effectiveness of the prediction performed by the RBF 3-8-1
neural network. The obtained results, both expected and obtained at the network output,
are comparable. The operation of the network was tested on the basis of 10 random
assembly sequences and the result of assembly time was obtained for each of them. Based
on the results presented in Table 4, it can be indicated which of the assembly sequences
was characterized by the shortest assembly time, which is therefore the optimal solution.
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Table 4. Assembly time values expected and obtained at the network output.

Case No. Expected Network Value Network Output Value

1 0.645 0.628

2 0.635 0.598

3 0.573 0.531

4 0.595 0.610

5 0.525 0.508

6 0.656 0.689

7 0.629 0.661

8 0.595 0.619

9 0.620 0.597

10 0.532 0.559

Figure 7. Comparison of the expected and obtained assembly time values at the network output.

4.2. Discussion

Presented method proposes the selection of the best assembly sequence based on
the estimated assembly time for the selected product. It works on the basis of selected
universal criteria for the evaluation of assembly sequences and their impact on the process
time. In principle, its correct operation is based on constant production conditions, which
is a prerequisite for its proper operation and correctness of the network learning process.
Universal criteria for assessing the assembly sequence proposed in this paper can be
effectively automatically retrieved from CAD documentation, although this is not the
subject of the presented analysis. The obtained test results confirm that it is possible to
develop procedures supporting the determination of the assembly sequence of mechanical
products. The neural network model effectively predicts the time of the assembly process.
Further research should focus on developing a more universal method and increasing the
amount of data to enable network learning.

The effectiveness of the method depends mainly on the number of cases teaching
the neural network that are able to generalize the knowledge and the neural network
to different products to be assembled. At the moment, the effectiveness of the network
in the data verification group is 99%. Entering new data into the network will improve
the efficiency of the time sensitive tasks and universally the possibility of applying the
procedure to new, not considered cases.
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Thus, a network constraint may be a greater number of errors when predicting assem-
bly time for other products. The aim of the authors is to develop the conducted research
and verify the operation of the network on a wide range of products. A neural network
model was developed to meet the requirements of all mechanical parts. The goal was to
develop an overall model. Then, its effectiveness was verified on the basis of one selected
product—the door of a forklift truck.

5. Conclusions

The article describes a mechanical assembly time prediction system operating in a
neural network, determined by the criteria: the number of tool changes, the number of
assembly direction changes, or the stability of the assembly units. The principle of operation
and training of the network is its work in a specific mechanical production period; it allows
one to determine the most advantageous workplace configuration, production organization,
process control, or level of employee training. It is necessary for the best possible network
search results.

The obtained results of the analyses confirmed the effectiveness of the previously
developed model. The authors assumed that it would also be suitable for other mechanical
products, and further studies will be carried out to prove these assumptions. The develop-
ment of a universal model for selecting the least time-consuming assembly sequence will
make it possible to improve many assembly processes. This is of particular importance for
products consisting of many parts and in complex manufacturing processes.

The obtained test results confirm that it is possible to develop procedures supporting
the determination of the assembly sequence of mechanical products. The model of the
neural network, containing universal criteria determining the time of the assembly process,
was verified on the example of the assembly of the door of a forklift truck, confirming
its effectiveness. Further research should focus on checking the usefulness of the neural
network also for other mechanical products. The effectiveness of the method depends
mainly on the number of cases teaching the neural network that are able to generalize
the knowledge and the neural network to different products to be assembled. Thus, a
network constraint may be a greater number of errors when predicting assembly time for
other products. The aim of the authors is to develop the conducted research and verify the
operation of the network on a wide range of products.
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Abstract: In this paper, an assembly sequence planning system, based on artificial neural networks,
is developed. The problem of artificial neural network itself is largely related to symmetry at every
stage of its creation. A new modeling scheme, known as artificial neural networks, takes into account
selected DFA (Design for Assembly) rating factors, which allow the evaluation of assembly sequences,
what are the input data to the network learning and then estimate the assembly time. The input
to the assembly neural network procedure is the sequences for assembling the parts, extended
by the assembly’s connection graph that represents the parts and relations between these parts.
The operation of a neural network is to predict the assembly time based on the training dataset
and indicate it as an output value. The network inputs are data based on selected DFA factors
influencing the assembly time. The proposed neural network model outperforms the available
assembly sequence planning model in predicting the optimum assembly time for the mechanical
parts. In the neural networks, the BFGS (the Broyden–Fletcher–Goldfarb–Shanno algorithm), steepest
descent and gradient scaling algorithms are used. The network efficiency was checked from a set of
20,000 test networks with randomly selected parameters: activation functions (linear, logistic, tanh,
exponential and sine), the number of hidden neurons, percentage set of training and test dataset. The
novelty of the article is therefore the use of parts of the DFA methodology and the neural network
to estimate assembly time, under specific production conditions. This approach allows, according
to the authors, to estimate which mechanical assembly sequence is the most advantageous, because
the simulation results suggest that the neural predictor can be used as a predictor for an assembly
sequence planning system.

Keywords: design for assembly; artificial neural networks; assembly

1. Introduction

Symmetry is an issue that largely affects artificial neural networks. Symmetry can
be found in the structure of the neural network itself; symmetric weight and many other
related issues are also in the presented article.

The process of assembling parts into assembly units until the final product is achieved
is one of the most important stages of the production process. During the process, spe-
cific features characterizing the product are created. This process also makes a major
contribution to the product development itself. Planning the assembly process requires
a series of analyses, i.e., the separation of assembly units and the determination of the
relationships between them. The result of these analyses is the selection of the base parts
for the separate assembly units and the specific assembly sequences, which are the basis for
estimating assembly difficulties. Product quality and manufacturing costs depend mainly
on the product structure; this structure describes the functionally imposed layout and the
geometrically possible assembly sequences. It is natural to choose which one allows us to
obtain a finished product in the shortest time.
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Obtaining the most advantageous technology of assembling parts in given production
conditions is an extremely important, multi-criteria and difficult to model task, which
is mainly based on determining the assembly sequence plan (ASP) and selecting all the
components of the production process, but also applies to balancing the assembly line
(ALB). These issues are fundamentally related to the degree of automation of the considered
process, but also to the production conditions in a given enterprise. Due to the complexity
of the assembly sequence planning problem, its optimization is required in order to obtain
an efficient computational approach. The aim is therefore to include the evaluation process
and selecting the assembly sequence as early as possible in the product development phase.
The high complexity of this process (great number of components) makes it difficult to
determine the set of permissible assembly sequences and leads to a phenomenon that is
difficult to solve, “combinatorial explosion”; therefore, one of the solutions to this problem
is the heuristic approach presented in this publication, where neural networks based on
selected DFA rating factors describing assembly sequences allow us to forecast a mechanical
assembly time.

The paper, one by one, presents the optimization approach to the problem of assembly
sequence generation with the use of heuristic methods, the issues of assembly sequence
evaluation criteria and artificial neural networks in an assembly sequence planning prob-
lem. The most important part of the work is the concept of the system supporting the
determination of the assembly sequence based on artificial neural networks and DFA rating
factors for manual mechanical assembly.

2. Optimization Approach

Bio-inspired algorithms are quite modern, increasingly used, and efficient tools for the
industry. However, from a mathematical point of view, these problems belong to the most
general of non-linear optimization problems, where these tools cannot guarantee that the
best solution will be found. The numerical cost and the accuracy of these algorithms depend,
among others, “on the initialization of their internal parameters which may themselves be
the subject of parameter tuning according to the application” [1].

In the literature on the subject, various optimization algorithms are proposed to
optimize the ASP problem. The most common classes of algorithms used to optimize ASP
are meta-heuristic approaches. The meta-heuristic algorithm provides a solution framework
to optimize different optimization problems with relatively few modifications to adapt
them to a specific problem and limits the general computation time. This approach turns
out to be, in many cases, sufficient due to the quality of the obtained results at appropriate
costs in such a multi-criteria task as assembly sequence planning, where the set of feasible
solutions to be analyzed is large [2–4].

Studies on ASP have implemented different heuristic optimization algorithms, such
as genetic algorithm (GA) [5–7]. The authors of [6] presented the application of genetic
algorithms (GA) and the ant colony algorithm (ACO), using the example of reflector antenna
assembly. The accurate simulation of the assembly was required to evaluate and optimize
the ASP. The initial population was created by ACO and optimized by GA operators to
generate an optimal solution. By releasing the information on the optimal solution to the
ant search paths of ACO, convergence towards a globally optimal solution was accelerated.
A model of the finite element simulation was used to simulate the dynamic assembly
process of the reflectors according to the algorithm results of the proposed approach, which
can improve the quality of the optimal solution and reduce the probability of finding a
local optimal solution.

Another method based on a genetic algorithm [7] was used in the process of planning
the assembly sequence for satellites in the space industry. This method takes into account a
process with a large number of connections in a multi-stage and parallel assembly. Priority
relationships are established between the assembly units, and the assembly sequence is
represented by a directed acyclic graph. Original, a two-part crossover and mutation
operators for assembling sequence were proposed.
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Another approach to generate acceptable assembly sequences is an algorithm based
on a simulated annealing (SA) process [8,9]. The method is derived from an analogy with
thermodynamics, and more specifically, with how a liquid solidifies to form a crystal
structure. In [8], the authors proposed a novel method under the name of genetic simulated
annealing algorithm (GSAA) and ant colony optimization (ACO) algorithm for assembly
sequence planning (ASP), which assist the planner in generating an effective assembly
sequence with respect to a large constraint assembly perplexity.

The ant colony optimization (ACO) algorithm was also presented in [6,8,10–12]. In [12],
an improved ASP-oriented ant colony algorithm was proposed in order to achieve an
optimal or close to optimal assembly sequence. In this algorithm, the assembly operation
constraint is introduced into the state transfer function as heuristic information, while the
feasible transition area is set up by obtaining assembly relationships of the components. In
addition, a dynamic change in pheromone trail persistence was also used.

Evolutionary algorithms (EA) for connector-based assembly sequence planning were
also analyzed [13], but they generated many erroneous searches and it was necessary to
build a multi-agent connector-based evolution algorithm. Competition, crossover-mutation
and learning were designed as the behaviors of agents that locate a lattice-like structure
environment. The presented metaheuristic algorithms are highly efficient and seem to be
interesting tools in solving ASP problems.

In [14], the authors proposed a three-stage integrated approach with some heuristic
working rules to assist the planner in generating an effective assembly sequence. In this
work, the back-propagation neural network (NN) was employed to optimize the available
assembly sequence.

The results show that the proposed model can facilitate assembly sequence optimiza-
tion and allows the designer to recognize the contact relationship and assembly constraints
of three-dimensional components.

Other approaches to this problem were presented of the basis of immune algorithm
(IA) [15,16], scatter search algorithm (SSA) [17], particle swarm optimization (PSO) [15]
and other heuristic methods (HM) [4,18–20]. Figure 1 shows the published research on
optimization ASP from analyzed articles and conference papers from the last twenty years
based on the Google Scholar database.

 

Figure 1. Frequency of the algorithms of the optimization method usage in ASP.
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2.1. Assembly Sequence Assessment Criteria

The planning of assembly sequences (ASP) consists of determining the feasible and,
at the same time, the most advantageous order of joining assembly units due to certain
criteria. The great complexity of the task of selecting the appropriate one from among all the
acceptable and, at the same time, feasible ones, due to the constraints of the structural nature
of the assembly sequence, is a consequence of the large number of possible combinations.
It is, therefore, necessary, in the first stage, to limit the set of possible solutions, and then to
evaluate them and select the most advantageous assembly sequence. This is inextricably
linked with the use of certain criteria for this purpose, due to which the discussed process
can be optimized. It is very often necessary to assign appropriate priorities/weights to
the criteria used for the assessment that are tailored to the specific assembly process. In
the literature on the subject, the assessment and selection of the most favorable sequence
can be made according to various criteria, depending on the specifics of a process in the
plant where the assembly takes place. Such criteria may be: the assembly time, the number
of changes in the assembly directions, the number of tool changes, the stability of the
assembly states that arise, the degree of difficulty in reaching the next process state, the
complexity of the assembly unit movements, the correctness of the assembly itself or even
the cost-effectiveness of the process. Selected data on the criteria for evaluating assembly
sequences can be obtained automatically from the electronic construction documentation
or supplemented on the basis of a case-by-case analysis.

2.2. Assembly Sequence Assessment Criteria Based on DFA Rating Factors

Design For Assembly (DFA) is one of the methodologies supporting the design of the
assembly process. By introducing design changes, in line with the guidelines of the DFA
methodology, we can achieve, above all, shorter assembly times, by reducing unnecessary
components and the assembly tasks necessary to assemble the product. DFA analysis
also highlights the possible weak points of the structure and helps to create a product
that does not require major changes in further phases of the product lifecycle. Thanks to
the introduction of DFA to the design process, the product development team proposes
improved design solutions that are characterized by better indicators, such as a simple
structure, which directly simplifies the assembly operations. The benefits of using this
methodology are mainly due to the systematic review of functional requirements and the
replacement of groups of elements by single integrated units–assembly modules. Generally,
the designer carries out the presented analyses in a series of assessment charts. Next,
the designer assesses the component functionality, manufacturing processes, form and
assembly characteristics using values extracted from the charts according to component
properties. Thus, the designer can quantify the suitability of the design. The best known
DFA methods are the Boothroyd–Dewhurst System, the Lucas DFA Methodology and
the Hitachi Assembly Ability Evaluation Method [21–23]. The method proposed in this
article was based on assembly sequence determination using artificial neural networks. It
is related to manual assembly and is largely based on the assessment of transitions between
individual assembly states using a score taken from the following DFA rating factors charts
(these data are used to train the neural network):

• The stability of the assembly unit (Table 1).

The stability criterion determines the assembly sequences with the fewest unstable
states. A stable unit is one that remains in the assembled position regardless of the force
applied. The acting forces can be the force of gravity or the force associated with the
movement of the part/assembly.
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Table 1. Assembly unit stability index based on the DFA (own study based on [22,23]).

The Stability of the Assembly Unit (Based on the DFA)

Rating

Assembly unit/part secured after assembly 9

Assembly unit/part added but not secured 4

Additional securing of the assembly unit/part required or
stability of the assembly unit/part impossible 3

• The movement and orientation index.

This is the criterion of the ability to move and orientate. Handling difficulties from the
Boothroyd–Dewhurst table are rated from “easy to deliver and orientate—9” to “Requires
gripping tools—0”. Details of the assessment are given in Table 2.

Table 2. The criterion of the ability to move and orientate based on the DFA (own study based
on [22,23]).

The Ability to Move and Orientate (Based on the DFA)

Rating

Easy to deliver and orientate
(1-handed) 9

Delivery and orientation
(2-handed) 8

Need to change orientation
(1-handed) 7

Need to change orientation
(2-handed) 6

Requires orientation tools 3

Requires grasping tools 2

• The ease of joining index.

The ease of connection criterion evaluates whether the part is easy to grasp and
assemble in a given process state (Table 3).

Table 3. The ease of joining index (own study based on [22,23]).

The Ease of Joining Index (Based on the DFA)

Rating

Easy to put on (1-handed) 9

Difficulties in putting on or adjusting (1-handed) 7

Necessity of using both hands 6

Indispensable standard tool 6

Indispensable special tool 3

Required, keeping in the lower position when putting on 2

High resistance when putting on 0

• The accessibility of the joining location index (Table 4).
The accessibility determines whether it is sufficient to secure the part. Accessibility
depends on the location of the parts in the product or its subassembly.
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Table 4. The accessibility of the joining location based on the DFA (own study based on [22,23]).

The Accessibility of the Joining Location (Based on the DFA)

Rating

Easy-to-work area, sufficient space for hands and tools 9

Limited space but the part can be installed (1-handed) 6

Limited space but the part can be installed (2-handed) 4

Difficult access 3

Blind assembly 1

Difficult blind assembly 0

3. Artificial Neural Networks in Assembly Sequence Planning Problem

An assembly sequence planning problem belongs to a class of optimization problems
known as NP-complete. For such a class of problems, in order to find an optimal solution
with regard to specific criteria, it is necessary to search the entire set of feasible solutions
to ensure finding the optimal assembly sequence. With high complexity and the inter-
disciplinary nature of assembly problems, this strategy is very time-consuming and not
practical in most industrial applications. For this reason, other heuristic techniques are
often used in this case, allowing to find a solution that is close to the optimal one. The
authors of this paper proposed a new approach to the problem of planning the assembly
sequences. For this purpose, they used artificial neural networks to predict the assembly
time determined by the assessment of transitions between its individual states according to
the selected DFA criteria. This solution is an information-processing model inspired by a
natural biological system, in which the interconnected processing elements (neurons) xn
perform an input operation that will ultimately solve the problem of assessing the assembly
sequence, whose optimization criterion comes down to determining the assembly time.
Neurons are associated with synapses that are assigned weights with specific values, wk.
Additionally, the intercept w0–bias is defined as the sensitivity threshold. A neuron is
in an active state when the sum of the weighted input signals is greater than or equal
to the sensitivity threshold w0. The vector of input data introduced into the network is
multiplied by the synaptic weights according to the function of the postsynaptic potential
to obtain the signal y, which is the output value of the network. Figure 2 shows the model of
signal processing between neurons. The artificial neural network processes information by
activating the neurons of the hidden and output layers with activation functions (transfer
functions). The literature gives the highest efficiency of the logistic, exponential, linear, sine
and hyperbolic tangent functions, which were used in the prediction model developed in
this publication.

Figure 2. Schematic representation of the artificial neural network.

4. The Concept of the System Supporting the Determination of the Assembly
Sequence Based on Artificial Neural Networks and DFA Rating Factors for
Manual Assembly

The proposed method was based on artificial neural networks and selected DFA rating
factors and aimed to assist in determining the order of manual assembly. It was assumed
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that, at the current stage of research, it is used in a specific mechanical production company,
where the conditions of the assembly process are relatively constant for the introduced new
products, which undergo the ASP process, and the assembly processes carried out in it
were used to teach the network. Such a system, together with an increase in the number of
analyzed assembly processes, improves the efficiency of new process time estimation. The
stability of the conditions are related to a specific production company and its concerns, for
example, the available machine park, production organization, process control and control,
and the level of training of employees (these are constant elements for the network). As
input data for the process, the previously discussed assessments of transition between
individual assembly states were used based on selected DFA rating factors. The operation
of the method is, therefore, aimed at estimating the time for all sequences permissible due
to the constraints of a constructional nature (feasible), and thus enables the selection of the
most favorable one, due to the analyzed criteria in relation to a specific assembly process.

4.1. Product Structure

The modified directed assembly state graph was adopted as the structure of the
product intended for assembly. The parts in this digraph (or assembled assemblies) are
marked as vertices, while the directed edges show possible sequences (paths) of joining
them. It was assumed that the assembly of successive elements takes place by attaching
to the n-th grade assembly a part or subassembly consisting of more parts (treated as a
single assembled part). The directed edges in the digraph connecting the vertices contain
information based on the assessment criteria (based on the DFA rating factors) for a specific
transition between assembly states. The described digraph can be generated automatically
on the basis of a CAD assembly drawing. The basis for carrying out the ASP, due to the
specific criteria for a specific assembly process, is to obtain a set of all allowed and feasible
assembly sequences. The matrix notation (e.g., in the form of a matrix of assembly states or
a matrix of an assembly graph) of assembly units enables the determination of all variants
of the order of joining assembly units using an appropriate algorithm (this procedure is not
discussed in this paper, but comes down to finding all paths in the digraph leading from
the vertex starting xs, constituting the base part, to the end vertex xe, i.e., the last state of
the already assembled product—xs, . . . , xe) [23–27].

4.2. Assumptions of the Neural Network

In order to develop a predictive model for the evaluation of the assembly sequence,
a set of data to teach the neural network was prepared, including input and output data.
The input data were related to the DFA assessment criteria, which were divided into four
groups: stability, the ability to change the orientation of the assembly unit, the ease of
joining parts, and space availability during the connection process. The assembly time was
included in the group of output data. The collection of an appropriate number of training
data and the links between them was made. The numerical data entered into the network
were normalized using the min–max function to values ranging from 0 to 1, according to
the linear transformation, in order to ensure their uniformity and the compatibility between
the variables in the process of signal processing by the neural network. For the assembly
time prediction task, the network model with the best efficiency was selected, which was
obtained by empirically testing its various parameters: the number of hidden neurons, the
activation function and the network-learning algorithm. The neurons in the hidden layers
process the signals from the input neurons and transform them into intermediate data that
are then passed on to the output neuron. Hidden neurons allow for modeling complex
relationships between data, and their number should be selected so that the structure of the
network is not so extensive, while ensuring correct data processing. The network model
takes into account the presence of an additional neuron with a value of +1, which is a
generator of an artificial neuron causing neuron polarization and, as a result, improving
the stability of the network in the process of learning it. The functions of neuron activation
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in the hidden and output layers, which were used in modeling the structure of the neural
network, are shown in Table 5.

Table 5. Functions of neuron activation.

Function Formula Description

Linear f (x) = x
Linear transmission of the neuron value

to the network output, which takes
values in the range from −∞ to ∞

Logistics (sigmoidal) f (x) = 1
1−e−1

A sigmoid curve with values greater than
0 and less than 1

Exponential f (x) = e−x An exponential curve with values from 0
to ∞

Hyperbolic tangent f (x) = ex−e−x

ex+e−x
A hyperbolic tangent curve with values

from −1 to +1
Sine f (x) = sin(x) A sine curve with values from 0 to 1

The following algorithms were used to train the neural network: steepest descent,
gradient scaling and Broyden–Fletcher–Goldfarb–Shanno. The principle of their operation
boils down to minimizing the error function as a result of an iterative change of weights
describing the neurons. The steepest descent method consists of finding the minimum of
the error function in a given search direction until it turns out to be tangential to a certain
line defining the constant value of the objective function. Successive directions of the search
for the optimum of a function are orthogonal to the previous ones. The gradient scaling
method does not require so many directions of searching for the minimum function. It
consists of finding the correct direction on the multidimensional parabolic-shaped error
surface on which the straight line is drawn and the minimum of the function for all points
on the straight line is determined. Finding a minimum along a given direction results
in determining a new search direction from that point. Repeating the process continues
until the minimum of the function is found, according to the implementation of the con-
stant shift towards decreasing values of the error function. The second derivative of the
function in the following steps of the algorithm is zero. Maintaining this value is possible
due to the existence of directions coupled with the previously selected directions. The
Broyden–Fletcher–Goldfarb–Shanno method consists of changing the weights of individual
neurons after each iteration of the algorithm as a result of taking into account the average
error gradient. The search for the minimum error function is carried out by the steepest
slope method, and then by the inverse estimation of the matrix of the second-order partial
derivatives (Hessian). The division of the examples introduced into the network (input and
output data) into training, testing and verification subsets also influences the achievement
of the expected network results. Sufficient data should be provided for each of these subsets:
(1) To understand the relationship between the data and learn to adapt to changing condi-
tions. Cases from this set affect the change of other network parameters, e.g., the weight
values assigned to individual neurons. (2) To check the results obtained by the network and
the ability to generalize. Cases from this set are not used to modify network parameters.
(3) To verify the network results on the basis of quantitative or qualitative datasets that were
not used before. The selection of the best parameters of the artificial neural network was
made on the basis of the correlation coefficient determining the effectiveness of the learning
and testing process as well as the interpretation of the standard error function—the sum of
the squared differences between the set values and those obtained in the output neuron:

SOS =
n

∑
i=1

(yi − y∗
i ) (1)

where n is the number of datasets teaching the neural network; yi is the expected value in
the output neuron; and yi

∗ is the actual value in the output neuron.
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5. Example of Determining the Assembly Sequence

An example of determining the assembly sequence using artificial neural networks
was made for a tractor door, consisting of 8 main assembly units such as: door–welded
structure (part no. 1), lock (part no. 2), cassette lock (part no. 3), door reinforcement
bar with passenger’s handle (part no. 4), lock cover (part no. 5), door seal (part no. 6),
lower glass (part no. 7) and upper glass (part no. 8). Next, the basic part from which the
assembly begins was assumed (door–welded structure, part no. 1). It was assumed that the
assembly of the next units takes place by adding another assembly unit to the assembly
state of the n-th stage. Then, the digraph and state matrix of the structural limitations of
the assembly were built (shown in Figure 3). Then, using the selected graph-searching
algorithm (Dijkstry), all feasible (due to the constraints of the structural nature) assembly
sequences were determined, which constitute the basis for further analysis.

Figure 3. Schematic representation of the artificial neural network.

The neural network model for planning the assembly sequence was selected on the
basis of a multiple sampling algorithm that randomly presents 20,000 network variants
with variable parameters:

• The number of neurons in the hidden layer (from 1 to 15);
• Values of the weights of individual neurons in the network (from −1 to +1);
• Activation functions (linear, sigmoidal, exponential, hyperbolic tangent and sine);
• Network learning algorithms (steepest gradient, scaled conjugate gradient and

Broyden–Fletcher–Goldfarb–Shanno).

The constant parameters of the neural network are:

• The number of input neurons (4)—the groups of DFA assessment criteria (stability, the
possibility of changing the orientation of the assembly unit, ease of joining parts and
space availability during the connection process);

• The number of output neurons (1)—assembly time;
• The division of the dataset entered into the neural network—70% training data, 15%

testing data and 15% verification data;
• The type of predictive model—regression;
• The topography of the neural network—multilayer perceptron.

The neural network with the best parameters, confirmed by the highest correlation
coefficient in the group of test and verification data, is given in Table 6. The model of the
MLP 4–2–1 network structure is shown in Figure 4. The network selected for subsequent
research consists of four input neurons, two hidden neurons and one output neuron. The
Broyden–Fletcher–Goldfarb–Shanno algorithm was used for the network learning process,
and the neurons in the hidden layer were activated with the exponential function and the
output with the sine function. These network parameters made it possible to observe a
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strong correlation between the data, with the highest coefficient in the verification group
R2 > 0.9 and the smallest SOS error < 0.1. This group is the most important, concerns data
not included in the earlier stages of the analysis and presents the results of the predictions
most reliably.

Table 6. Parameters of the MLP 4–2–1 neural network selected for the prediction task.

Effectiveness
(Learning)

Effectiveness
(Testing)

Effectiveness
(Verification)

SOS Error
(Learning)

SOS Error
(Testing)

SOS Error
(Verification)

The
Learning

Algorithm

Activation
(Hidden
Neurons)

Activation
(Output

Neurons)

0.589 0.887 0.976 0.018 0.062 0.010 BFGS exponential sinus

Figure 4. The structure of the MLP 4–2–1artificial neural network.

The minimum of the error function was found in the successive network training
cycles. For the MLP 4–2–1 network, the optimum of the function was found in the 12th
epoch in which the stabilization of the error value was noticeable. Figure 5 shows a graph
of the dependence of the network error value on the number of iterations of the training
algorithm.

Figure 5. Graph of the error function in the successive epochs of the training algorithm.

The application of the proposed solution requires the verification of the actual data
obtained at the network output with the expected data, which are summarized in Table 7,
while the linear regression charts for these data are shown in Figure 6.
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Table 7. Comparison of the prediction results with the expected data (randomly selected examples of
the results).

Expected Network Output Real Network Output

0.44 0.47
0.53 0.51
0.58 0.58
0.46 0.45
0.57 0.56
0.48 0.49
0.58 0.56
0.59 0.57

Figure 6. Linear regression chart for the normalized expected and actual values (randomly selected
examples of the results).

6. Conclusions

The developed model of the artificial neural network supporting the assembly se-
quence planning was positively verified using data not included in the training algorithm.
The prediction results are characterized by good correlation coefficients R2 > 0.9 for the
group of verification data and an SOS error < 0.1. The predictive model presented in this
publication is the beginning of work on the development of a universal tool for assess-
ing the assembly sequence of various products, and thus obtaining a finished product in
the shortest possible time. The use of the part DFA methodology to evaluate assembly
sequences, which are the basis for network learning, is a novelty in this research area.

The effectiveness of the method depends mainly on the number of cases teaching the
neural network that are able to generalize the knowledge and the neural network. Thus, a
network constraint may be the presence of a large number of errors when predicting the
assembly time on the base of DFA factors for other products.

The simulation results also suggest that the proposed neural predictor could be used
as a predictor for assembly sequence planning system. Further research will be aimed at
extending the learning dataset and verifying the assumptions of the network model made
for other products in a specific industrial plant.

The aim of the authors is to develop the conducted research and verify the operation
of the network on a wide range of products.
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Abstract: Nowadays, reliable medical diagnostics from computed tomography (CT) and X-rays
can be obtained by using a large number of image edge detection methods. One technique with a
high potential to improve the edge detection of images is ant colony optimization (ACO). In order
to increase both the quality and the stability of image edge detection, a vector called pheromone
sensitivity level, PSL, was used within ACO. Each ant in the algorithm has one assigned element from
PSL, representing the ant’s sensibility to the artificial pheromone. A matrix of artificial pheromone
with the edge information of the image is built during the process. Demi-contractions in terms of the
mathematical admissible perturbation are also used in order to obtain feasible results. In order to
enhance the edge results, post-processing with the DeNoise convolutional neural network (DnCNN)
was performed. When compared with Canny edge detection and similar techniques, the sensitive
ACO model was found to obtain overall better results for the tested medical images; it outperformed
the Canny edge detector by 37.76%.

Keywords: medical image edge detection; image processing; fixed point; Krasnoselskij iteration;
admissible perturbation; ant colony optimization

1. Introduction

Today, medicine is interconnected with technology. Human injuries caused by acci-
dents or other similar events can be detected and correctly diagnosed by using tomography
or X-rays. In medical image processing, edge detection has a major role. In order to
obtain accurate medical diagnoses, the best computing models are involved. As swarm
intelligence has a huge impact nowadays in solving complex problems, the current work
uses a particular swarm method, ant colony optimization (ACO) [1], to solve the edge
detection problem.

Learning is one of the most efficient artificial intelligence capabilities; in [2], learning
with PDE-based CNNs and dense nets for the purpose of detecting COVID-19, pneumonia,
and tuberculosis from chest X-ray images was studied. In the same context, automatic
COVID-19 detection from chest X-ray and CT-scan images was proposed [3] within a new
meta-heuristic feature selection using an optimized convolutional neural network [4].

“A meta-heuristic is an iterative master process that guides and modifies the opera-
tions of subordinate heuristics to efficiently produce high-quality solutions” [5]. In general,
the quality of heuristics solutions, including bio-inspired methods such as ACO, is given
by appropriate probabilistic assumptions [6].

One of the most recent works related to medical image edge detection with ant colony
optimization shows the efficiency of a gradient-based ant spread modification to ACO for
retinal blood vessel edge detection [7]. In [8], a new image filtering method is introduced
for the problem of edge extraction for some targets according to the top-down information
based on the image perspective effect; the authors assign scale and orientation, in a hard
manner, in order to enhance a local edge detection.

Ant colony optimization is one of the most successful metaheuristics used within com-
plex combinatorial optimization problems, as, for example, in scheduling, transportation
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and test case prioritization problems [9–12]. Pintea and Pop introduced and showed the
benefits of agent sensitivity, including sensitive robots, in security-related problems [13,14],
such as a denial jamming attack on sensor networks. As a reference, the current work
makes use of the state-of-the-art Canny [15] edge detection technique. Recently, the
Canny operator was used in [16] during a symmetrical difference kernel SAR image edge
detection process.

The current paper introduces a version of ant colony method with a specific feature
called pheromone sensitivity level, PSL, for solving the medical edge detection problem.
The artificial ants are endowed with different levels of artificial pheromone sensitivity; thus,
the agents have different reactions in a dynamic environment. Here, the new algorithm
is applied to the image edge problem and requires a heuristic value computed with two
admissible perturbation operators applied to a demicontractive mapping.

Pintea and Ticala proposed the first related theoretical approach in [17]; a step forward
was made in [18]. It includes more tests for both ant colony versions of medical image edge
detection and a comparison of these techniques; details, including the efficiency of the new
parameters and the use of some demicontractive operators, are presented.

The current work’s content is as follows:

• Sensitive ant colony optimization (SACO) for medical image edge detection is intro-
duced to improve the analysis of CT and X-ray images.

• Image pre-processing is done.
• The use of several demi-contractive operators is employed to check their behavior for

both ACO and SACO.
• Postprocessing, including the use of the DeNoise convolutional neural network

(DnCNN), is done.
• A comparison between ACO, SACO and several state-of-art methods to ensure the

validity of the sensitive approach on a CT and X-ray image dataset is made.

The next section includes the present work’s prerequisites with mathematical support,
the edge detecting problem and the sensitive ant colony optimization (SACO) method. The
numerical tests and bio-inspired methods results follows in Section 3. The comparison
of methods, the operators’ behavior and the representation of medical image results are
discussed in Section 4. Future work and arguments regarding the benefits of ACO and
SACO for medical images conclude the present study.

2. Prerequisites

Math Operators. At first, a short introduction into the mathematical part of the work
is presented; this is, mainly based on Rus [19] who introduced the theory of admissible
perturbations of an operator. The admissible perturbation operator was also studied in [20].

Demicontractive operators. As already stated in our previous work [18], a demicontractive
operator (T) is defined by C, a subset of R (domains and co-domains). For an existing
contraction coefficient (k < 1), each fixed point (p) of the demicontractive operator and all
numbers (x ∈ C) the inequality (1) is true.

‖Tx − p‖2 ≤ ‖x − p‖2 + k‖x − Tx‖2. (1)

For a nonempty set (X) and an admissible mapping, (G : X × X → X), the following
statements are true: for all x ∈ X G(x, x) = x and G(x, y) = x implies y = x [19].

The admissible perturbation of the operator f ( f : X → X) [19] is the admissible
mapping fG : X → X ( fG(x) := G(x, f (x))).

Krasnoselskij operator. The Krasnoselskij algorithm [19], corresponding to an admissible
mapping (G : X × X → X) of an nonlinear operator ( f : X → X), is defined as an iterative
algorithm {xn}n∈N with x0 ∈ X and xn+1 = G(xn, f (xn)), where n ≥ 0.

For further details and examples, see [18,20,21].
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The χ operator. The χ operator χ : R×R −→ [0, 1) is defined as:

χ(x, y) =
x2 · y2

(1 + x2) · (1 + y2)
, (2)

where y : R → R, y(x) = 2
3 x sin 1

x , if x �= 0.
Particular Math Functions. The operators further used as f (·) in the considered methods

(see (8)) are as follows:

Sin: f (x) = sin

(
πx
2λ

)
, if 0 ≤ x ≤ λ; (3)

KH: f (x) = (1 − λ) · x + λ · 2
3

x sin
1
x

if x �= 0; (4)

Chi: f (x) = (1 − χ(x, y(x))) · x + χ(x, y(x)) · y(x) if x �= 0; (5)

The functions (3)–(5) are zero in all other possible cases. The λ parameter from
Equations (3) and (4) adjusts the operators used as test functions in [22]. In [23], the authors
used two admissible perturbation operators for computing the heuristic value required
within the ACO algorithm.

In the present article, where admissible perturbations of demicontractive mappings
are utilized as test functions, and the PSL vector is utilized for each ant, a sensitivity to the
artificial pheromone is introduced using a specific coefficient influenced by the image’s
intensity values for the edge detection problem.

The ants have different roles in edge extraction: some agents are explorers and others
are exploiters; these roles are exchanged as the PSL vector updates during processes. The
obtained results for CT and X-ray medical images and the comparison among the results
using the proposed operators are made in Section 4.

3. Problem and Methods

3.1. Medical Image Edge Detection Problem

The problem to solve is the edge detection problem. The current work improves
solutions of particular medical images due to their complex edges based on X-rays and
tomographic images.

Image edge detection involves the detection of discontinuities in brightness while
processing the image in order to find the boundaries of objects.

3.2. Sensitive Ant Colony Optimization Method

The method used is an improved version of Ant Colony Optimization (ACO) [1] called
the Sensitive Ant Colony Optimization (SACO) [24,25]. The ant colony optimization sensitive
approach for medical image edge detection is further presented. There is considered a
colony of K ants engaged in a search within the graph space X , with M1 × M2 nodes.

SACO as well as ACO use artificial ants to move in a 2D image in order to build the
pheromone matrix; each matrix element represents the edge information for every pixel in
the image.

In general, ACO and its versions builds a solution with the use of artificial ants; these
agents search for the best path in a given space by depositing artificial pheromones [1,23].
These pheromone trails are updated during the search process.

The ACO and SACO general scheme includes an initialization process followed by N
construction steps while creating and updating pheromone matrix, and, finally, performing
the decision process to determine a beneficial solution.

455



Appl. Sci. 2021, 11, 11303

Ant colony optimization for edge detection

Initialize ACO parameters
Schedule activities

Construct ant solutions
Update pheromone
Edge detection

End scheduled activities

Initialization process: In particular, for image edge detection with ACO and SACO
during the initialization process, the entire ant colony (K ants) places ants randomly on
the image matrix. Each image pixel is considered to be a node in a graph. Each initial
pheromone matrix τ(0) has a constant τinit value. A constant value L defines the number of
moves during the construction process.

For SACO in particular, each PSL vector component is initialized with 1, starting as
the original ACO (see Figure 1).

Figure 1. Symbolic illustration of the sensitive ant model showing the ants’ probability variation
within the unit interval from the ACO probability when PSL = 1 to a random walk probability when
PSL = 0.

Construction phase: at the n-th construction step, a randomly chosen ant will move
from node i to j according to the transition probability in (6) for L steps.

pn
ij =

(
τ
(n−1)
ij

)α(
ηij
)β

∑j∈Ωi

(
τ
(n−1)
ij

)α(
ηij
)β

, if j ∈ Ωi, (6)

where τI J is the pheromone value on (i, j); ηI J the heuristic value connecting nodes i and j
the same for all n construction steps; α and β are the weighting factors for the pheromone
and the heuristic; and Ωi includes the neighborhood nodes of node i.

The overall eight-connectivity neighborhood for each pixel Ii,j within the local con-
figuration at the Ii,j pixel, cIi,j, for computing the variation value Vc(Ii,j) defined by (8) is
illustrated in [18].

Here, we propose the computation of ηi,j according to the local statistic of the pixel
(i, j) (Equation (7)).

ηi,j =
1
Z
· Vc(Ii,j), (7)

where Z =
M1
∑

i=1

M2
∑

j=1
Vc(Ii,j) is a normalization factor, Ii,j is the intensity value of the image

pixel (i, j); and the function Vc(Ii,j) processes the “clique” cIi,j [22].
The Vc(Ii,j) value at pixel Ii,j is influenced by the image’s intensity values for cIi,j, and

its value is [22]:

Vc(Ii,j) = f
(∣∣Ii−2,j−1 − Ii+2,j+1

∣∣+ ∣∣Ii−2,j+1 − Ii+2,j−1
∣∣

+
∣∣Ii−1,j−2 − Ii+1,j+2

∣∣+ ∣∣Ii−1,j−1 − Ii+1,j+1
∣∣

+
∣∣Ii−1,j − Ii+1,j

∣∣+ ∣∣Ii−1,j+1 − Ii+1,j−1
∣∣

+
∣∣Ii−1,j+2 − Ii+1,j−2

∣∣+ ∣∣Ii,j−1 − Ii,j+1
∣∣).

(8)

In order to validate an edge within the solution, a decision is made for each image
pixel by applying a threshold T (see [26]) to the final pheromone matrix τ(N).
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The artificial pheromone matrix values are updated both locally and globally.
Locally update the pheromone matrix τ. The local pheromone matrix update is made after

each ant moves within each construction step [22].

Local update: τ
(n)
ij = τn−1

ij · (1 − ρ) + ρ · Δij. (9)

Notations: ρ is the pheromone evaporation rate, and Δij is the artificial pheromone laid on
edge (ij).

Globally update the best tour’s PSL vector and pheromone matrix τ. The global up-
date occurs after all ants finish all construction steps. Now, the PSL vector recording the
pheromone sensitivity level for each ant is also updated according to a specified linear for-
mula based on [24,25]; for this particular problem, the Equation (10) PSL update influenced
by the image’s intensity values is used.

PSL = ((1 − ρ) ∗ PSL + ρ ∗ Δij ∗ v(Iij)) ∗ Δij + PSL ∗ |1 − Δij|. (10)

Furthermore, the best tour is a user defined criterion; it can be the best tour found in
the current construction step, or the best tour from the start of the ACO algorithm, or a
combination of these two.

For ACO, global update of the pheromone matrix [1] is performed as in Equation (11).

Global update ACO: τ(n) = (1 − ψ) · τ(n−1) + ψ · τ(0), (11)

where ψ is the pheromone decay rate.
For SACO, the global update is based on its sensitivity feature (Equation (12)).

Global update SACO: τ(n) = max
k=1:K

PSL(k) · τ(n−1). (12)

The problem solution is obtained after reaching a stopping criteria, such as, for
example, a maximal number of iterations.

4. Experiments and Discussions

The numerical experiments were carried out using Matlab on an AMD Rysen 5
2500U, 2GHz. The software is a version of the image edge detection using Ant Colony
Optimization version 1.2.0.0. from MATLAB Central File Exchange [27]. The MATLAB
implementation [28] of the Canny edge detection algorithm is based on [15].The software
makes use of two thresholds in order to detect strong and weak edges; the weak edges are
provided in the solution only if they are connected to the strongest ones: “a high threshold
for low edge sensitivity and a low threshold for high edge sensitivity”, as is specified in
the software documentation [28]. In order to convert a gray-scale input image to a binary
image, thresholding is used.

Data set. A dataset of medical images, free of copyright, was used for these experi-
ments: Brain CT (could be provided by request from the authors), Hand X-ray [29], (reduced
resolution from 225 × 225 to 128 × 128) and Head CT [30]. Several details are included in
the Github page (Representation of results available at https://github.com/cristina-ticala/
Sensitive_ACO; accessed on October 2021).

Filtering. In order to filter the medical images, the De-Noise convolutional neural
network (DnCNN) was used in the present study, as well as in our previous related
work [18]. The Image Processing Toolbox and Deep Learning Toolbox from Matlab [31]
were used.

Parameters. Most of the parametric numbers are from [22]. In our previous work [18],
we tested several parameters; in the present study, we used the best of them.

Image-related parameters: The image dimension influences and gives ACO and SACO a
number of artificial ants K =  √M1 × M2!, where  and ! are the left and right rounded
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values to the nearest integers less than or equal to x; e.g., for a 128 × 128 image resolution,
the number of ants is considered 128.

Iterations related parameters: In [18] just 30,000 iterations for L = 100 steps were
considered; here, we tested a smaller (1200 iterations for L = 4 steps) and a higher number
of steps L = 1000 (300,000 iterations). An ant makes 300 moves at each step; e.g., for
128 ants (e.g. image resolution: 128 × 128), 38,400 moves are made during each step.
Therefore, for L = 4, it is a total of 153,600 moves, 3,840,000 moves for L = 100 and a total
of 38,400,000 ants’ moves for L = 1000 steps.

Connectivity-related parameters: The connectivity neighborhood parameter Σ = 8 is
based on the ants’ movement range (Equation (6)).

Pheromone trail parameters: the value of each matrix component τinit = 0.0001; the
weighting factors of pheromone information α = 1 and of heuristic information β = 0.1
(Equation (6)); the evaporation rate, ρ, is 0.1 (Equation (9)) and the value of the pheromone
decay coefficient ψ is 0.001 (Equation (12)).

Other parameters: The adjusting factor λ of the functions (Equations (3)–(5)) is 10. The
tolerance parameter (ε = 0.1) is used in the decision process. The stopping criterion is
given by the maximal number of steps (L) set by the user.

Comparison: Beside the Canny algorithm, the Roberts, the Sobel and Prewitt edge
algorithms were also used for comparison; the last two methods compute the horizontal
and the vertical gradient of an image by using two orthogonal filter kernels, and after
filtering, they compute the gradient magnitude and apply a threshold in order to find
the regions of the image corresponding to the edges. Furthermore, the Roberts algorithm
detects image edges at angles of 45 degrees and/ or 135 degrees from horizontal [32].

Table 1. The best number of correctly identified number of pixels, standardized using the overall
average and standard deviation for all considered medical images, with every considered operator
on all considered algorithms results for sensitive (SACO) and original ACO with DnCNN.

Head CT Brain CT Hand X-ray
ACO SACO ACO SACO ACO SACO

1200 iterations
Sin 0.2694 0.4137 −0.1265 0.0111 0.0346 0.0547
KH −0.3379 −0.2406 −0.1366 0.0648 −0.6616 −0.5778
Chi −0.3261 −0.3127 −0.1550 −0.1533 −0.7975 −0.6549

30,000 iterations
Sin 0.4875 0.4154 −0.0862 0.0815 0.0312 0.0547
KH −0.2842 −0.2355 −0.0342 0.0614 −0.6214 −0.5627
Chi −0.3798 −0.3127 −0.2372 −0.1500 −0.7036 −0.6549

300,000 iterations
Sin 0.4322 0.4154 −0.0980 0.0765 −0.0124 0.0547
KH −0.2691 −0.2355 −0.1080 0.0614 −0.6080 −0.5627
Chi −0.3882 −0.3127 −0.2221 −0.1500 −0.7841 −0.6549

Table 2. The best number of the correctly identified number of pixels, standardized using the overall
average and standard deviation for all considered medical images, with every considered operator
on all considered algorithms results for Canny edge detection [15], as well as the Prewitt, Sobel, and
Roberts methods [32].

Head CT Brain CT X-ray

Canny −1.4166 −1.4803 −1.2857
Prewitt −2.4567 −2.6865 −2.7721
Sobel −2.4751 −2.5926 −2.7486

Roberts −3.0606 −2.8878 −2.9130
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Running time. The average running time was around 4500 seconds for both ACO and
SACO with the presented parameters on the utilized computer.

Table 1 shows the best, maximal results of the number of correctly identified pixels
standardized using the overall average, Avg = 2107.030303, and standard deviation,
StdDev = 563.50, for all considered medical images, and operators on the sensitive ant
colony method (SACO) and ACO denoised with DnCNN. Table 2 shows the Canny [15],
Prewitt, Sobel and Roberts methods results and Table 3 illustrates the original ACO and
SACO results before post-processing with DnCNN.

Table 3. The best number of correctly identified number of pixels, standardized using the overall
average and standard deviation for all considered medical images, with every considered operator
on all considered algorithms; results for sensitive (SACO) and original ACO methods.

Head CT Brain CT Hand X-ray
ACO SACO ACO SACO ACO SACO

1200 iterations
Sin 1.5863 1.5729 0.7123 0.9187 1.0512 0.9153
KH 0.6871 0.8029 0.6905 0.9371 0.1637 0.1637
Chi 0.8281 0.6335 0.5714 0.6184 −0.0476 0.0799

30,000 iterations
Sin 1.5981 1.5746 0.8801 0.9690 0.9187 0.9153
KH 0.8096 0.8046 0.8499 0.9354 0.1553 0.1755
Chi 0.5949 0.6351 0.5596 0.6200 0.0262 0.0799

300,000 iterations
Sin 1.5528 1.5746 0.7777 0.9656 0.9338 0.9153
KH 0.7928 0.8046 0.7777 0.9371 0.1855 0.1755
Chi 0.6569 0.6335 0.5781 0.6200 −0.0443 0.0799

The best solutions obtained for the considered medical images (Head CT, Brain CT and
Hand X-ray) while comparing ACO and SACO for 300,000 iterations and the considered
demicontractive operators are included in Figure 2; in the last image, the original medical
images are overlapped with the best solutions.

Analysis. The values are already standardized based on the denoised ACO and SACO,
Canny, Prewitt, Sobel, and Roberts results; therefore, the difference between SACO and
ACO is significant from an analytic perspective.

• An operator comparison analysis based on Figure 3 uses the difference of SACO vs. ACO
values; for the Sin-operator, the difference has a majority of negative values, with ACO
obtaining better values than SACO for the considered operators (44.45%); for the other
two operators, χ-operator (Chi) and KH-operator, 77.78% shows SACO performing
better than ACO on the 9 considered cases of medical images;

• Medical image analysis. For each medical image, including head CTs, brain CTs and
hand X-rays, Figure 3 identifies operators’ behavior on the difference between SACO
and AC0. The lowest SACO performance, 44.44%, was obtained for the head CT
medical images; its highest performance was 100% for the brain CT images, while for
the hand X-rays, a 55.56% performance value was obtained. The percentage is based
on the number of considered medical images.
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Figure 2. Successive illustrations of the best solutions obtained after 300,000 iterations with Ant
colony optimization (ACO) and Sensitive ACO (SACO) post-processed with the Denoise Convolutional
Neural Network (DnCNN) and the overlapped best solutions’ edges over the original medical images
for (a) Brain CT; (b) Head CT and (c) Hand X-ray.

Figure 3. Head CT, Brain CT and Hand X-ray results based on the difference between SACO and
ACO standardized values, before (up) and after post-processing with the DeNoise convolutional
neural network (DnCNN) (down).

Stability & quality of the solutions. The quality of the partial solution is influenced by
the amount of modified pheromone of the ants’ trail.

The stability of the global solution is influenced by used parameters. The included
PSL parameter hopefully influenced the global solution for the better.
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The global solution is found after the entire ant colony, based on the existing pheromone
information, is guided to more promising regions in the search space.

The pheromone sensitivity factor balances the exploring and exploiting activities; its
value is a number from [0, 1]. An ant ignores information when PSL = 0 and has the
maximum pheromone sensitivity when PSL = 1.

• An exploring search is made by independent ants with a low PSL value.
• An exploiting search is made by sensitive ants to pheromone traces, the intensively

exploitative ants with a high PSL value.

In time, the process modifies ants’ pheromone sensitivity (PSL). In the current work,
the PSL is globally modified (increased or decreased) by the search space topology [17].

SACO advantages. By adding the PSL vector, the present algorithm offers the stability
of its solutions; for the considered examples, after around 300 iterations, SACO generated
edges which almost overlapped over the original images. As a plus, the image edge results
are much more compact and close to the original when compared with the ACO results.

SACO disadvantages. As the number of parameters increases, the user should properly
configure their values. This could take more time and resources, but the improved results
are worth the effort.

Figure 4 shows the improvements of SACO-DnCNN compared to the Canny, Prewitt,
Sobel and Roberts edge detection techniques [32]. The best SACO-DnCNN results, using χ,
outperform the Canny Edge detector results by 37.76%; the Prewitt, Sobel and Roberts [32]
methods were significantly outperformed by over 159%, 157% and 224%.

Figure 4. Comparison of the best SACO-DnCNN, Canny, Prewitt, Sobel, and Roberts methods on the
Head CT, Brain CT and Hand X-ray medical images.

Future work will use images with higher resolutions, and hopefully the impact of
sensitivity will improve the problem solutions.

Future work will also include implementing specific ACO and SACO features to solve
publicly available medical datasets, including COVID- and SARS-Cov-2-related data sets.
Furthermore, sensitivity for different artificial intelligence models could be involved within
different domains, e.g., data mining [33] and similar.

Other improvements could utilize fuzzy techniques and multiple ant colonies for
ACO, as in [34], which could be used to enhance the solutions for image edge detection.

Further work could make use of image segmentation with edge detection in order to
obtain a more thorough edge [35]. As prerequisites for the development of knowledge-
based applications, ontologies for the segmentation of radiological images [36] were pro-
posed by the authors.

Other metaheuristics, mostly bio-inspired ones [37], could be further enhanced with
sensitivity features in order to improve the results of complex problems. Human-in-the-
loop [38] could also enhance the problem results.

5. Conclusions

Medical image edge detection is nowadays a must in the context of pandemics and
other illness and injuries. As classical algorithms have less performance within image
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edge detection, metaheuristics are used for feasible solutions. The current paper shows
the efficiency of bio-inspired algorithms, in particular of the ant-based technique, with an
emphasis on the sensitive version of Ant Colony Optimization (ACO).

Sensitivity plays a crucial role in the exploration and exploitation of ants’ solutions
within the environment; the sensitivity level starts with the maximum level of sensitivity,
one, per the ACO level of sensitivity, and during the processes, the ant’s level of sensi-
tivity changes. they become less or more sensitive to the environment based on the PSL
probability, which is influenced by ants behavior and image intensity.

Nevertheless, the demicontractive operators shows their utility in edge detection
problems; an analysis of the results with the presented operators shows how the results
vary based on the operators’ features.

The edges obtained with each considered operator were overlapped over the original
images. The majority of edges were superposed, following the CT and X-ray original
bone lines.
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Abstract: To improve the recognition accuracy of coal gangue images with the back propagation
(BP) neural network, a coal gangue image recognition method based on BP neural network and
ASGS-CWOA (ASGS-CWOA-BP) was proposed, which makes two key contributions. Firstly, a new
feature extraction method for the unique features of coal and gangue images is proposed, known as
“Encircle–City Feature”. Additionally, a method that applied ASGS-CWOA to optimize the parameters
of the BP neural network was introduced to address to the issue of its low accuracy in coal gangue
image recognition, and a BP neural network with a simple structure and reduced computational con-
sumption was designed. The experimental results showed that the proposed method outperformed
the other six comparison methods, with recognition of 95.47% and 94.37% in the training set and the
test set, respectively, showing good symmetry.

Keywords: coal gangue image; classification; wolf pack optimization; BP neural network

1. Introduction

Removing gangue from raw coal is conducive to improving the efficiency of coal
utilization and reducing environmental pollution. Therefore, the identification of gangue
and coal blocks is a necessary step for the efficient removal of coal gangue in coal production,
which is of great significance for environmental protection [1,2]. Because of its obvious
advantages of resource saving, low cost, the simple processing system and convenient
maintenance, image recognition technology for the separation of coal gangue has been
widely studied and applied in the literature [3–7]. Researchers have developed a variety
of image recognition methods for coal gangue image recognition, which contribute to
research into coal gangue separation technology based on image recognition and have
laid a foundation for further research. However, these methods have their shortcomings.
For example, in [3], the proposed method resulted in a waste of computing resources and
low time efficiency because it calculated 15 eigenvalues at the same time, although only the
best five eigenvalues were actually used. In the study by Zhou et al. [4], the new method
adopted a deep convolution neural network to address the task of online accurate and rapid
identification of coal gangue, which required extensive computation. In other studies [5,6],
although the recognition rate of the methods used was high, the artificially set threshold
parameters played a decisive role in the intermediate calculation link, which depended
on an extensive experimental statistical analysis or experience, resulting in the calculation
being complex. The stability of performance was questionable, and the generalized ability
to recognize coal gangue images with different characteristics in different regions was not
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necessarily high. The authors of [7], proposed a method that required a large number of
samples generated by the introduction of the transfer learning method, suggesting that the
method’s generalization and universality are questionable and may be limited when the
sample size is small.

Since it was proposed by the team of Rumelhart and McClelland in 1986, the BP (back
propagation) neural network has been widely used in the field of image recognition [8]
because of its simple structure and high calculation efficiency, such as in [9]. To solve
the problem of remote sensing image classification, the authors established an improved
BP neural network and set the dynamic training intensity to improve the learning speed
and classification accuracy of the BP neural network classifier. However, determining the
optimal training intensity consumes a large amount of computing resources; moreover,
the sample set classification problems of different fields have different optimal training
intensities due to the large differences in the sample characteristics, so the generalizabil-
ity is questionable, probably resulting in this method being unsuitable for image coal
gangue classification with a wide area and many sources. In another study [10], a small
image recognition and classification method based on GA-BP was proposed, in which
the combination of a genetic algorithm and the BP neural network gave full play to the
nonlinear mapping ability of the neural network, resulting in strong learning ability and
fast convergence speed. The experimental results showed that the new method had higher
recognition accuracy and better performance than the traditional BP algorithm and the
GA-BP algorithm. The authors of [11] adopted a hybrid algorithm combining a genetic
algorithm and a back propagation algorithm, and the experimental results showed that
this GA-BP algorithm had higher efficiency, robustness and practicability. The researchers
in [12] proposed an epilepsy diagnosis method based on an improved genetic algorithm–
optimized back propagation (IGA-BP) neural network and used this method to detect
clinical epilepsy quickly and effectively. Liu et al. [13] used a genetic algorithm (GA) to
construct a classification model based on the BP neural network to automatically iden-
tify the correlations in a multi-mode blog, and the experimental results showed that the
classification model based on GA-BP was better than the traditional BP neural network.
Yu et al. [14] considered the problem that a BP algorithm based on a gradient descent
principle falls into the local minima, and thus, the classification of multispectral remote
sensing images using spectral information cannot obtain ideal results. Yu et al. developed
a new method combining feature texture knowledge with a BP neural network trained
by particle swarm optimization (PSO). The experimental results showed that this method
had improved classification accuracy. Ying et al. [15] proposed a method combining a
random loss algorithm and particle swarm optimization (PSO-BP) for the recognition and
classification of small images, which corrected the weights of the PSO algorithm based
on the error back propagation adjustment of the traditional BP algorithm to establish the
PSO-BP network model. The hidden layer unit of the PSO-BP network was improved by
using the random loss algorithm, thus achieving faster operation speeds. The authors
of [16,17] proposed variants of the PSO-BP combining a BP neural network and PSO to
address the task of supervised classification of synthetic aperture radar (SAR) images
and the problems of low accuracy and efficiency in traditional part classification methods.
This kind of BP neural network method based on GA or PSO optimization has a certain
reference value for coal gangue image classification. Unfortunately, the accuracy of image
coal gangue classification was still not high, as shown by a comparative experiment in a
follow-up paper. In addition, the BP neural network has also been applied in other fields.
For example, in [18], the researchers proposed a metal surface defect classification method
based on an improved bat algorithm to optimize the BP neural network, which was used to
classify images of defects with different characteristics. The researchers in [19] proposed
an automatic recognition method of cloud and precipitation particle shapes based on a BP
neural network to solve the problem that the shape of cloud particle images measured by
airborne cloud imaging probes (CIPs) cannot be automatically recognized.
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Although these methods have some shortcomings, they have still contributed to
the research into coal gangue separation technology based on image recognition and
laid a foundation for further research. In 2007, Yang and his coauthors proposed a new
swarm intelligence algorithm [20], which simulates the predation process of wolves to
solve complex nonlinear optimization problems. Due to its superior performance, it has
been widely used in various fields and has been continuously developed and improved.
For example, in [21], the author proposed a novel and effective opposite wolf pack algorithm
to estimate the parameters of a Lorenz chaotic system. In another study [22], the improved
wolf pack search algorithm was used to calculate the quasi-optimal trajectory of a rotor
UAV in complex three-dimensional space. Moreover, in [23], the wolf pack algorithm was
used to find the root of the polynomial equation of the problem accurately and quickly.
Similarly, in [24], Zhou Qiang and others proposed a wolf pack search algorithm based
on the leader strategy (LWCA). The researchers in [25] designed an adaptive shrinking
grid search chaos wolf optimization algorithm (ASGS-CWOA) using adaptive standard
deviation updating to achieve better performance, which included new regeneration rules,
a new raid strategy, a new siege strategy and a new siege adaptive step size. Inspired by
the good optimization ability of the wolf pack intelligent optimization algorithm and the
excellent classification performance of the BP neural network, this article proposes a coal
gangue image recognition method based on ASGS-CWOA and the BP neural network.

The remainder of this article is organized as follows. Section 2 presents a description
of “Encircle–City Feature”, a combination of ASGS-CWOA and the BP neural network and
an overview of new method. In Section 3, we present comparative experiments to show
the effectiveness of the proposed approach. The conclusion is given in Section 4.

2. Proposed Method

2.1. Encircle–City Feature

By comparing a large number of sample images, it was found that the brightness area
of coal block images is significantly larger than that of gangue images, but the degree of
recognition of distinguishing coal blocks and gangue according to the contrast index is not
very high because the contrast of coal is significantly greater than that of gangue from a
local point of view. Nevertheless, this difference in contrast will partially offset the images
from each other from an overall point of view.

In this article, the basic idea of Encircle–City Feature is to divide the sample image
into several continuous small areas of 50 × 50 without overlaps or blanks, in which the
following operations should be performed. If we assume that the matrix of the small
50 × 50 area is I, the implementation steps are as follows:

Step 1: Divide each sample image evenly into M × N small areas with M rows and N
columns such that each small area should be 50 pixels × 50 pixels without overlaps and
blanks and perform Steps 2 to 4 for each one.

Step 2: Obtain the average gray value of the “City”. The total gray (denoted by
Citysum_gray) of small 30 × 30 areas is calculated to obtain the average gray (denoted by
Cityaverage_gray) in the central district. This is like a castle located in the central area, so we
call it the “City” (shown in red in Figure 1). This is given by Equation (1).⎧⎨⎩ Citysum_gray = ∑40,40

i=11,j=11 I(i, j)

Cityaverage_gray = Citysum_gray/900

(1)
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Figure 1. Schematic diagram of Encircle—City Feature.

Step 3: Obtain the total gray value (denoted by Encirclesum-gray) and the average
gray value (denoted by Encircleaverage-gray). The peripheral part of the small 50 × 50 area
excluding the central 40 × 40 pixels is like the wall around a castle, so it is called the
“Encircle”, as shown in blue in Figure 1. Equation (2) is as follows:⎧⎨⎩ Encirclesum−gray = ∑50,50

i=1,j=1 I(i, j)− ∑45,45
i=6,j=6 I(i, j)

Encircleaverage−gray = Encirclesum_gray/900

(2)

Step 4: For the small area of Row m and Column n, obtain the “Encircle–City” value
using Equation (3):⎧⎨⎩ Encircle − City(m, n) = Cityaverage−gray − Encircleaverage−gray

(m <= M, n <= N)
(3)

Step 5: Obtain the average value of the “Encircle–City” matrix (M × N matrix “Encircle–City”
obtained using Step 4). Finally, calculate the “Encircle–City” value of the whole sample
image as shown in Equation (4).⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Averagegray =
∑M,N

m=1,n=1 Encircle−City(m,n)
(M×N)

Length = f ind − length(Encircle − City > Averagegray)

Encircle − Cityeigenvalue = length/(M × N)

(4)

where “Averagegray” means the average value of the overall matrix “Encircle–City”; “Length”
means the number of elements larger than “Averagegray” in the matrix “Encircle–City”,
which is obtained by the function “find-length”; Encircle–Cityeigenvalue stands for the overall
“Encircle–City Feature” value of one sample image, as shown in Figure 2.
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Figure 2. Recognition network for coal and gangue images.

In this article, small areas of 50 × 50 were used to segment one overall sample image,
in which “Encircle” contains 900 pixels and “City” contains 900 pixels, meaning that the
Encircle–City Feature can better reflect the texture features of the image under ideal circum-
stances. It should be noted that we only used the Encircle–City Feature value to identify coal
and gangue, and the recognition accuracy reached 83.24%, which is not discussed in detail
due to limited space.

Unfortunately, the images are often irregular such that the “Encircle” and the “City”
in the small 50 × 50 local area do not necessarily strictly follow the ideal situation shown
in Figure 2, which leads to the lower accuracy in identifying coal and coal gangue images
using the Encircle–City Feature (83.24%). In fact, we are more concerned about the light–dark
contrast of small local areas than the whole image, so we introduced the auxiliary value of
the “Encircle–City Feature”: the “Encircle–City Assist”, the details of which are given below.

Step 1: Divide each sample image evenly into small M × N areas with M rows and N
columns such that each small area must include 50 pixels × 50 pixels without overlaps or
blanks and perform Steps 2 to 4 for each one.

Step 2: Sort the image pixels of the small 50 × 50 area in ascending order according to
the gray value, as shown in Equation (5):

blocksort = Sort(block) (5)

where “blocksort” means the matrix after arrangement in ascending, which is calculated and
returned by the function “Sort”.

Step 3: Calculate “Encircle–CityAssist”, the auxiliary value of the “Encircle–City Feature”
of the current small 50 × 50 area block, which is the difference between the second half of
“blocksort” and its first half, as shown in Equation (6).

Encircle − Cityassist = block(2501 : 5000)− block(1 : 2500) (6)

It should be noted that we only used the “Encircle–CityAssist” value to identify coal and
gangue, and the recognition accuracy reached 78.21%, which is not discussed in detail due
to limited space.
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2.2. ASGS-CWOA-BP
2.2.1. Overview of ASGS-CWOA

We proposed ASGS-CWOA in [20] with three contributions: the strategy of adaptive
shrinking grid search (ASGS), the strategy of opposite–middle raid (OMR) and the adaptive
standard deviation updating amount (ASDUA), which has been shown to have superior
performance compared with some state-of-the-art algorithms at that time. Accordingly,
in this study, we use ASGS-CWOA to address the issue of optimizing the weights of the BP
neural network for coal gangue image recognition. In order to adapt to the particularity of
the recognition network weights, which are always small, some necessary adjustments of
the step size should be made according to the following rules.

In this article, the variation range of the weights was set between −5 and 5 based on
experience, i.e., range_max = 5 and range_min = −5. Correspondingly, the value range is
[−5, 5] in any dimension for the position of one wolf.

Thus, the step size of the siege stage can be obtained by using Equation (7) as follows:⎧⎪⎪⎨⎪⎪⎩
ostep_c_max = (range_max − range_min)/2

step_c_min = 0.01

stepc = step_c_min × (range_max − range_min)× exp((log(step_c_min/step_c_max))× t/T)

(7)

where step_c_max is the upper limit of the siege step’s size, step_c_min is the lower limit,
t indicates the current number of iterations and T represents the upper limit.

The step sizes of the migration stage and the summons–raid stage can be obtained by
using Equation (8) as follows:⎧⎪⎪⎨⎪⎪⎩

stepa = stepc × 100, when stepc ≥ 0.001

stepa = stepc × 1000, when stepc < 0.001

stepb = stepa × 2

(8)

where stepa means the step size of the migration stage and stepc means one of the summons–
raid stages. In order to prevent the stepc value from getting smaller and smaller with each
iteration such that the values of stepa and stepb become too small to affect the optimization
effect, the values of stepa and stepb are amplified when the value of stepc is less than 0.001.

2.2.2. The Recognition Network

Based on the BP neural network and the ASGS-CWOA algorithm and considering the
factors of low network complexity and less computation, this research designed a recogni-
tion network with a simple structure for coal and gangue images (RN-CGI), which includes
six input layers, four hidden layers and one output layer, as shown in Figure 2.

Here, the hidden layer adopts the “tansig” kernel function, and the output layer
adopts the “purelin” kernel function. The position coordinates of each wolf in the wolf pack
represent the weights of the BP neural network, and the fitness value is jointly calculated
by the recognition network and the sample eigenvector according to Equations (9) and (10).

Xi = (xi1, . . . , xid, . . . , xiD) (i = 1, . . . , n; d = 1, . . . , D) (9)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Net.W =

⎡⎢⎢⎣
xi1
xi2
xi3
xi4

xi5
xi6
xi7
xi8

xi9
xi10
xi11
xi12

xi13
xi14
xi15
xi16

xi17
xi18
xi19
xi20

xi21
xi22
xi23
xi24

⎤⎥⎥⎦
Net.L =

⎡⎢⎢⎣
xi25
xi26
xi27
xi28

⎤⎥⎥⎦
(10)
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where Xid is the coordinate of the i-th wolf in the d-th dimension, Net.W is the weight
from the input layer to the hidden layer, and Net.L is the weight from the hidden layer
to the output layer. From the sum of the elements of Net.W and Net.L, it is obvious that
D is 28, correspondingly. In this way, the location information of each wolf can be mapped
into the weight parameters of the recognition network. By continuously optimizing the
location information of the wolves, the potential optimal solution with the best fitness
value is obtained.

In this article, the network output values of all training samples are calculated ac-
cording to the network weight parameters mapped by the position information of wolfi.
Since this article considers the binary classification of coal and gangue images (coal = 0;
gangue = 1) and the BP neural network adopts the “tansig” and “purelin” kernel functions,
the following judgment can be made for the network output value outi: for the i-th sample,
when outi is less than 0.5, this indicates coal, i.e., set 0, but if it is greater than or equal
to 0.5, it is judged to be gangue, i.e., set 1. Accordingly, the fitness function can be given
by Equation (11).⎧⎪⎪⎨⎪⎪⎩

out = (out1, out2, . . . . . . , outi, . . . . . . outnum), i = 1, 2, . . . , num

right_num = length(out = BJ)

f itnessk = right_num/num

(11)

where num is the number of training or test samples, right_num is the number of samples
correctly identified, BJ is the label (0 or 1) of the training or test sample, length (out = BJ)
is a function that can calculate and return the number of correctly identified samples and
fitnessk is the fitness value of wolfk of the k-th wolf, that is, the recognition accuracy.

2.3. Overview of the Proposed Method
2.3.1. Image Preprocessing

With a camera (Huawei Honor 20, 48 million pixels), 358 gangue images and coal block
images (including 285 gangue images and 173 coal block images) were taken. The image
size was 4000 × 3000, forming the original sample set. We preprocessed the original images
in order to extract the feature vectors, as shown in Figure 3.

1. Image Graying: Grayscale images refer to images containing only brightness informa-
tion and no color information. Grayscale processing is the process of changing the
color image containing brightness and color into grayscale images.

2. Median Filtering: Median filtering is a nonlinear signal processing technology that
can effectively suppress noise based on the sorting statistical theory. Its basic prin-
ciple is to replace the gray value of a point in the digital image with the median
value of each point in the local neighborhood of the point. This paper used a
3 × 3 local neighborhood.

3. Otsu Segmentation: The Otsu algorithm is an efficient algorithm for image bina-
rization proposed by the Japanese scholar Otsu in 1979. The principle is to divide
the original image into foreground and background images by a threshold. For the
foreground, N1, csum and M1 are used to represent the number of points, the quality
moment and the average gray level of the foreground under the current threshold,
respectively. For the background, N2, sum csum and M2 are used to represent the
number of points, the quality moment and the average gray level of the background
under the current threshold, respectively. When the optimal threshold is selected,
the difference between the background and the foreground should be the greatest.

4. Erosion and Dilation: Erosion is the use of algorithms to corrode the edges of the
image. The function is to start off the “burr” on the edge of the target. Inflation uses
the algorithm to expand the edges of the image. The function is to fill the edges or
internal pits of the target. Having the same amount of erosion and dilation can make
the target surface smoother, which is a symmetrical process.
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5. Target Area Focusing: The size of the original image of the sample was 4000 × 3000.
The processing capacity of image storage and calculation is large, and the blank area
accounts for a large proportion, resulting in unnecessary gangue in the resources.
In order to lock the effective area, we used the corroded and expanded images to
minimize the boundary of the target area, remove the unnecessary background and
focus on the foreground target area of the image.

6. Nearest Interpolation Image Size Scaling: After the target area focusing operation,
due to the differences in the influence of sample image noise and the different sizes
of the target areas, the sizes of the gray image of the “target area” were different.
In order to unify the sample size, the size scaling operation was carried out on the
image; that is, the “nearest interpolation” operation was used to reduce the size of the
sample images that were greater than 800 × 600 and increase the size of the sample
images that were less than 800 × 600. The unified sample image size was 800 × 600.

The results of the prepossessing process are shown in Figure 3.

 

Figure 3. Flowchart of image preprocessing.

2.3.2. Gray Level Co-Occurrence Matrix (GLCM)

The method commonly used to describe the grayscale texture is the grayscale corre-
lation matrix. The index eigenvalues derived from the gray level co-occurrence matrix
are as follows: “contrast” returns the contrast between a pixel in the whole image and its
neighbors. The contrast of an image composed of constants is 0. The calculation equation is

Contrast = ∑i,j|i − j|2 p(i, j) (12)

“Correlation” returns the cross-correlation between a pixel in the whole image and
its neighbors. The value range is [−1, 1]. The cross-correlation of images composed of

472



Symmetry 2022, 14, 880

constants is none. The correlation degrees 1 and −1 correspond to complete positive
correlation and complete negative correlation, respectively. The calculation equation is

Correlation = ∑i,j
(i − μ ∗ i)(j − μ ∗ j)p(i, j)

σi ∗ σj
(13)

“Homogeneity” reflects the tightness of the distribution of elements in the GLCM
relative to the diagonal of the GLCM. The value range is [0, 1]. The homogeneity of a
diagonal GLCM is 1. The equation is

Homogeneity = ∑i,j
p(i, j)

1 + |i − j| (14)

“Energy” returns the sum of squares of all elements in the GLCM. The value range is
[0, 1]. The energy of an image composed of constants is 1. The calculation equation is

Energy = ∑i,j p(i, j)2 (15)

2.3.3. Feature Extraction of Coal and Gangue Images

According to the theories detailed above, the feature vector of each sample image is
composed of six image features (contrast, correlation, homogeneity, energy, Encircle–City
Feature and Encircle–City Feature auxiliary). As shown in Table 1, the sample included 358
sample images composed of 185 gangue images and 173 coal images.

Table 1. Feature vector of the sample set.

Order Contract Correlation Homogeneity Energy
Encircle–City

Feature
Encircle–City

Feature Auxiliary

1 6.08 0.82 0.66 0.14 0.38 0.49
2 5.4 0.8 0.63 0.09 0.36 0.43
3 2.94 0.88 0.75 0.22 0.37 0.42
4 7.92 0.73 0.59 0.08 0.34 0.41
5 8.09 0.77 0.64 0.13 0.34 0.51
6 7.81 0.79 0.65 0.14 0.33 0.46

. . . . . .
353 3.52 0.89 0.73 0.13 0.3 0.34
354 2.54 0.92 0.78 0.13 0.28 0.28
355 3.13 0.9 0.73 0.09 0.34 0.32
356 3.21 0.91 0.73 0.09 0.31 0.36
357 2.81 0.91 0.73 0.11 0.29 0.28
358 3.97 0.87 0.73 0.17 0.31 0.38

As space is limited, only some data have been listed; the complete list of data is given
in the link in Appendix A.

2.3.4. Flowchart of the Proposed Method

As shown Figure 4, the flow chart of the proposed method includes the steps of in-
putting samples, initialization of the ASGS-CWOA, the optimization process and recording
the data. The details about inputting the samples are given in Sections 2.3.2 and 2.3.3,
and the details of initialization of the ASGS-CWOA, the optimization process and recording
the data are described in Sections 2.2.1 and 2.2.2 above.
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Figure 4. Flowchart of the proposed method.

3. Simulation Experiment

3.1. Experimental Environment

To verify the feasibility and efficiency of the algorithm proposed in this article, several
groups of comparative experiments were carried out by using the new ASGS-CWOA-BP
method, the classification method GA-BP based on genetic algorithm optimization and the
BP neural network, the classification method PSO-BP based on particle swarm optimization
and the BP neural network, the classification method LWCA-BP based on the wolf pack
optimization algorithm with the leadership strategy and the BP neural network, and the
original BP neural network based on gradient descent and random forest (RF).

Table 1 shows the numerical experimental data based on six-dimensional feature vec-
tors from 358 samples, and Table 2 lists the parameters of the six classification methods for
coal and gangue images. The comparative experiments were run on a computer equipped
with a CPU (AMD A6-3400m APU with RadeonTM HD Graphics 1.40 GHz), 12.0 GB of
memory (11.5 GB available) and Windows 7 (64 bit). To prove the good performance of
the proposed algorithm, optimization calculations were run 30 times on the sample feature
vectors for testing, and the classification algorithm mentioned above were also tested.
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Table 2. Configuration of the other methods in the comparison.

Order Name Configuration

1 GP-BP
GA is applied to optimize the BP neural network. The genetic algorithm experiment uses the
toolbox of MATLAB 2017A, and its configuration parameters are as follows: the crossover
probability is set to 0.7, the mutation probability is set to 0.01 and the generation gap is set to 0.95.

2 PSO-BP

PSO is applied to optimize the parameters of the BP neural network to produce the PSO-BP
classification method. The toolbox called “PSOt” in MATLAB is used in experiments of particle
swarm optimization, with the following configuration: individual acceleration = 2; weighted
initial time = 0.9; weighted convergence time = 0.4. This limits the individual speed to 20% of the
variation range.

3 LWCA-BP

LWCA is applied to optimize the parameters of the BP neural network to produce the LWCA-BP
method based on the ideas presented in [24]. The configuration is: migration step (Step A) = 1.5,
summons–raid step (Step B) = 0.9, siege threshold (R0) = 0.2, upper limit of the siege step
(Step cmax) = 1 × 106, lower limit of the siege step (Step cmin) = 1 × 10−2, updated amount of the
population (M) = 5, maximum number of iterations (T) = 600, number of wolves in the
population = 50.

4 BP with Gradient
Descent (BP)

BP neural network with gradient descent. This calls the BP neural network training function of
MATLAB 2017b to generate the BP network net = newff (P, t, s). The sim (net, in) function is then
used to predict the input data. P represents the training sample set, T represents the labels of the
training sample set, s represents the network parameters (such as the number of hidden layers),
net represents the trained network classification prediction model and in is the input data to
be determined.

5 Random Forest (RF) This calls the random forest function classrf_train of MATLAB 2017b to train the training network
and calls classrf_predict to predict the training samples and test samples.

6 ASGS-CWOA-BP
Upper limit number of iterations (T) = 600; number of wolves in the population (N) = 50,
Range_max = 5 and Range_min = −5, i.e., the value range is [−5, 5] in any dimension for the
position of one wolf.

3.2. Experimental Results

Firstly, Figure 5a,b show the comparison curves for the classification accuracy of
each algorithm based on the data in Table 3 for the training set and test set, respectively,
from which we can intuitively see that the curve for ASGS-CWOA-BP is better than that of
the others, except for the pink curve corresponding to RF on the training set, which means
that, on the whole, ASGS-CWOA-BP has the best performance in the classification of coal
gangue images using RN-CGI.

It can be clearly seen from Figure 5c that the ASGS-CWOA-BP curve is higher than the
GA-BP curve in both the training set and the test set, which means that ASGS-CWOA-BP
is better than GA-BP in terms of the accuracy of classifying coal gangue images using
RN-CGI. In the same way, ASGS-CWOA-BP is better than PSO-BP and LWCA-BP, as shown
in Figure 5d,e, respectively. The principle is that these four methods are based on the
same intelligent algorithm to optimize the weight of the BP neural network; however,
their classification results are not consistent, which shows that the optimization ability
of these four intelligent algorithms is different and that the ability of ASGS-CWOA-BP is
the best.

Additionally, Figure 5f indicates that the ASGS-CWOA-BP had better performance
than the original BP depending on gradient descent for the classification of coal gangue
images using RN-CGI, whether on the training set or the test set. In fact, BP depending
on gradient descent had the worst performance compared with GA-BP, PSO-BP, LWCA-
BP and ASGS-CWOA-BP, which are based on an intelligent algorithm to optimize the
weight of the BP neural network, which shows the inherent deficiency of gradient-descent-
based BP resulting from limitations by the degree of the gradient descent because of some
particularity of the problem to be solved, while intelligent algorithm-based BPs are not
subject to such restrictions.
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(g) 

Figure 5. Classification accuracy comparison curve. (a) Comparison on the training set; (b) comparison
on the test set; (c) ASGS-CWOA-BP vs. GA-BP; (d) ASGS-CWOA-BP vs. PSO-BP; (e) ASGS-CWOA-BP
vs. LWCA-BP; (f) ASGS-CWOA-BP vs. BP; (g) ASGS-CWOA-BP vs. RF. Red: ASGS-CWOA-BP; green:
GA-BP; black: PSO-BP; blue: LWCA-BP; cyan: original BP based on gradient descent; pink: RF. Circles
indicate data from the training set while * indicates data from the test set.

Table 3. Experimental records.

Order

Classification Accuracy on the Training Set Classification Accuracy on the Test Set

ASGS-
CWOA-BP

GA-BP PSO-BP LWCA-BP BP RF
ASGS-

CWOA-BP
GA-BP PSO-BP LWCA-BP BP RF

1 0.9233 0.885 0.9094 0.9094 0.892 1 0.9577 0.8028 0.8732 0.8592 0.7887 0.7746
2 0.9373 0.878 0.892 0.9059 0.892 1 0.9296 0.8873 0.831 0.8732 0.7887 0.7887
3 0.9408 0.885 0.885 0.9094 0.9164 1 0.9014 0.831 0.8732 0.8732 0.831 0.7887
4 0.9373 0.8746 0.9059 0.9164 0.9094 1 0.9014 0.831 0.9014 0.8732 0.831 0.7746
5 0.9338 0.9164 0.9024 0.9199 0.9094 1 0.8873 0.8873 0.8451 0.8592 0.831 0.7746
6 0.9164 0.8711 0.8885 0.9338 0.9094 1 0.8732 0.831 0.8732 0.9437 0.831 0.7887
7 0.9477 0.8955 0.8885 0.9268 0.9094 1 0.9014 0.8451 0.8873 0.9014 0.831 0.7746
8 0.9547 0.892 0.8955 0.9129 0.9094 1 0.9437 0.8028 0.8732 0.8592 0.831 0.7887
9 0.9373 0.9094 0.878 0.9164 0.9094 1 0.9014 0.8592 0.8732 0.8451 0.831 0.7887

10 0.9199 0.892 0.9129 0.9129 0.9338 1 0.9014 0.8592 0.8451 0.9014 0.8592 0.7887
11 0.9477 0.8815 0.899 0.9199 0.9338 1 0.9155 0.8028 0.831 0.9155 0.831 0.7887
12 0.9408 0.8955 0.9164 0.9164 0.9338 1 0.9296 0.8732 0.8873 0.8873 0.831 0.7887
13 0.9338 0.8885 0.8746 0.9059 0.9408 1 0.9155 0.831 0.8028 0.8873 0.8451 0.7746
14 0.9164 0.9024 0.892 0.9024 0.9408 1 0.9014 0.8873 0.8732 0.8732 0.8451 0.7746
15 0.9233 0.8815 0.9164 0.9129 0.9408 1 0.9155 0.8592 0.8873 0.831 0.8451 0.7887
16 0.9164 0.892 0.885 0.9129 0.9408 1 0.9014 0.831 0.8451 0.8592 0.8451 0.7887
17 0.9268 0.9024 0.8955 0.9094 0.9408 1 0.9296 0.8451 0.8873 0.8873 0.8451 0.7887
18 0.9338 0.885 0.9164 0.9094 0.9408 1 0.9577 0.831 0.8732 0.8592 0.8451 0.7887
19 0.9233 0.892 0.9024 0.9129 0.9408 1 0.9155 0.8169 0.831 0.8732 0.8451 0.7746
20 0.9408 0.8955 0.885 0.9059 0.9408 1 0.9014 0.8732 0.8732 0.8169 0.8451 0.7887
21 0.9373 0.8955 0.885 0.9199 0.9408 1 0.9296 0.8451 0.8732 0.9155 0.8451 0.7887
22 0.9338 0.8955 0.8955 0.9199 0.9408 1 0.9296 0.8169 0.8592 0.9014 0.8451 0.7887
23 0.9477 0.892 0.8885 0.9094 0.9408 1 0.9155 0.8028 0.8028 0.9155 0.8451 0.7887
24 0.9268 0.8815 0.899 0.9129 0.9408 1 0.9014 0.8169 0.8169 0.8732 0.8451 0.7887
25 0.9408 0.8711 0.899 0.9164 0.9408 1 0.9296 0.7746 0.8028 0.831 0.8451 0.7887
26 0.9303 0.8711 0.9094 0.9059 0.9408 1 0.9296 0.8028 0.8732 0.8028 0.8451 0.7746
27 0.9233 0.8641 0.9024 0.9164 0.9408 1 0.8873 0.8169 0.8592 0.8732 0.8451 0.7746
28 0.9303 0.8711 0.9094 0.9059 0.9408 1 0.9155 0.8873 0.8592 0.9155 0.8451 0.7887
29 0.9408 0.899 0.878 0.9164 0.9408 1 0.9155 0.8169 0.8592 0.8873 0.8451 0.7887
30 0.9373 0.885 0.8885 0.9129 0.9408 1 0.8873 0.8451 0.8732 0.9014 0.8451 0.7746
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In particular, RF was used as a comparison algorithm to analyze the performance of
BPs. It can be seen that RF has a very good curve for the training set but a poor one for the
test set (Figure 5g), which means that the model trained by RF will be overfitted due to the
small dimensions of the feature vectors, which also shows the superiority of the algorithm
proposed in this study.

Finally, the best record, average and variance of the classification accuracy are shown
in Figure 6a–c, respectively, from which we can see that the proposed method was better
for the best value of classification accuracy than any algorithm except RF on the training
set, as well as for the average value. However, the variance of ASGS-CWOA-BP was not
better than that of LWCA-BP and RF on the training set, while it was better than that of
GA-BP, PSO-BP and BP, as shown in Figure 6c. However, the variance of ASGS-CWOA-BP
was less than that of GA-BP, PSO-BP and LWCA-BP and was basically the same as that of
BP, although it was a little worse than RF. Thus ASGS-CWOA-BP had the best performance
of in terms of the best value and high robustness.

  
(a) (b) 

 
(c) 

Figure 6. Statistical analysis of the classification accuracy. (a) Best recorded classification accuracy;
(b) average classification accuracy; (c) variance of the classification accuracy.

4. Conclusions

To improve the recognition accuracy of coal gangue images, a coal gangue image
recognition method based on the BP neural network and ASGS-CWOA (ASGS-CWOA-
BP) was proposed, which makes two key contributions. Firstly, a new feature extraction
method regarding the unique features of coal and gangue images is proposed. Additionally,
a method using ASGS-CWOA to optimize the parameters of the BP neural network was
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introduced to address the issue of low accuracy in coal gangue image recognition, and a
BP neural network with a simple structure and reduced computational consumption was
designed. The theoretical research and experimental results revealed that compared with
GA-BP, PSO-BP, LWCA-BP, BP and RF, ASGS-CWOA-BP had the best classification accuracy
and high robustness under the same conditions.

Compared with the five other algorithms, ASGS-CWOA-BP performed well in most
cases on the training set and test set, and its best classification accuracy on the training
set was 95.47% while that on the test set was 94.37%, as shown in Table 4 and Figure 6a.
It should be emphasized that this was achieved under extremely limited conditions as
follows: (1) the structure of the BP-based recognition network was extremely simple (only
six-dimensional feature vectors were required in the input layer and only four nodes in the
hidden layer), and (2) the number of samples was very small (only 358 coal gangue image
samples). These extremely limited conditions greatly reduced the amount of calculation,
and the GPU was not used from beginning to end; therefore, all simulation experiments
can be implemented only on a laptop with ordinary performance, as detailed above,
which shows that the new method proposed in this article has superior performance.
In fact, the recognition model trained by this method is quite suitable for use in mobile
portable coal gangue image recognition equipment with weak computing power and low
energy consumption.

Table 4. Statistical analysis of classification accuracy.

Method

Training Set Test Set

Best Accuracy Average Variance
Corresponding

Accuracy
Average Variance

ASGS-CWOA-BP 95.47% 0.9333 0.0101 94.37% 0.9141 0.02
GA-BP 91.64% 0.888 0.0122 88.73% 0.8371 0.0302
PSO-BP 90.59% 0.8965 0.012 90.14% 0.8582 0.0272

LWCA-BP 93.38% 0.9136 0.0067 94.37% 0.8765 0.0317
BP 94.08% 0.9297 0.0163 84.51% 0.8376 0.0151
RF 100% 1 0 78.87% 0.784 0.0068

However, what needs to be remembered is that the most popular image recognition
model based on deep learning has higher and better recognition or classification accuracy
and has been studied by a considerable number of scholars. Unfortunately, the network of
this technology is complex (with many levels and a large amount of calculation) and often
requires a large number of image samples. On the contrary, this is exactly the advantage of
the method proposed in this article.

Our future work is to continue to improve the performance of the wolf pack optimiza-
tion algorithm and to apply it to optimize a more complex BP-based recognition network
to increase the feature dimensions of the extracted coal gangue images and increase the
number of samples to improve the classification accuracy of coal gangue images.
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Appendix A

Link: https://pan.baidu.com/s/1dlcJGE6_UYNn3vYoQdH_BgExtraction (accessed
on 1 February 2022). Code: 4033.
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Abstract: In this paper, we present a denoising network composed of a kernel prediction network
and a deep generative adversarial network to construct an end-to-end overall network structure.
The network structure consists of three parts: the Kernel Prediction Network (KPN), the Deep
Generation Adversarial Network (DGAN), and the image reconstruction model. The kernel prediction
network model takes the auxiliary feature information image as the input, passes through the source
information encoder, the feature information encoder, and the kernel predictor, and finally generates
a prediction kernel for each pixel. The generated adversarial network model is divided into two parts:
the generator model and the multiscale discriminator model. The generator model takes the noisy
Monte Carlo-rendered image as the input, passes through the symmetric encoder–decoder structure
and the residual block structure, and finally outputs the rendered image with preliminary denoising.
Then, the prediction kernel and the preliminarily denoised rendered image is sent to the image
reconstruction model for reconstruction, and the prediction kernel is applied to the preliminarily
denoised rendered image to obtain a preliminarily reconstructed result image. To further improve the
quality of the result and to be more robust, the initially reconstructed rendered image undergoes four
iterations of filtering for further denoising. Finally, after four iterations of the image reconstruction
model, the final denoised image is presented as the output. This denoised image is applied to the
loss function. We compared the results from our approach with state-of-the-art results by using
the structural similarity index (SSIM) values and peak signal-to-noise ratio (PSNR) values, and we
reported a better performance.

Keywords: deep learning; generative adversarial network; kernel prediction network; Monte Carlo
rendering; auxiliary features; high frequency

1. Introduction

Due to the continuous development of deep learning methods in recent years, there
have been many works using deep learning to denoise ordinary images; therefore, the
convolution neural network has been widely used in the research of image denoising.
Pathak et al. [1] used an encoder to encode and trained to generate images conditioned on
context, in which the encoders learn a representation that is competitive with other models
trained with auxiliary supervision, which captures the appearance, the semantics of visual
structures, and complete image restoration. Bert et al. [2] showed a dynamic parameter
network structure in which the parameters of the kernel are dynamically adjusted according
to the input, because it has high flexibility and avoids a large number of increases, with the
condition of the model parameters. Bako et al. [3] proposed a denoising algorithm based
on convolutional neural networks, which decomposes the image into diffuse reflection
and specular reflection. Therefore, the two parts are trained separately. In addition,
for image effects that are not reflected in the input features or included in the training
data, the results after denoising will appear blurry. Further, using a fixed filter solves
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the drawback, but the method is still dependent on filtering kernels in a wide range and
becomes acceptably field-limited.

Vogels et al. [4] proposed another denoising network structure based on kernel pre-
diction. In this work, they showed three network structures that can be used in different
situations. The first network for a single frame of the input image has four parts: a source
encoder, a spatial feature extractor, a kernel predictor, and weight reconstruction. The
spatial feature extractor includes multiple residual network structure blocks [5]. The second
and third network structures are temporal denoisers for multi-frame and multi-standard
images. Each frame is first passed through a separate original encoder and spatial feature
extractor, and then combined and inputted to the temporal feature extractor and kernel
predictor to obtain the final denoised image.

Recently, Mildenhall et al. [6] also proposed a denoising process for images taken with
a camera held by a hand, and then using a convolutional neural network structure. This
network structure can learn to obtain a kernel that follows spatial changes; the kernel can
denoise or register the image, and the trained network has a good denoising effect on most
noisy images. Mao et al. [7] proposed a novel deep self-encoding network structure for
image restoration. This network has an encoder and a decoder. The encoder and decoder
are symmetrical in structure, with convolutional and reversed layers, respectively. In
particular, this network also uses skip connections, which can effectively solve the difficulty
in deep network training and the problem of gradient disappearance, and can, at the same
time, transfer image detail information from the convolutional layer to the deconvolution.
The layering helps to build a clear real image. The above work has proven that deep
learning has very good performance in image restoration and image denoising.

At present, the use of deep learning methods to denoise the Monte Carlo-rendered
images has gradually attracted attention. Unlike general image restoration, in the process
of denoising the Monte Carlo-rendered image, in addition to the color information of the
pixels, additional auxiliary information can be used, such as depth, normal, and albedo.

The Monte Carlo denoising method of the joint kernel prediction network and genera-
tion adversarial network proposed in this paper uses the generation adversarial network to
perform preliminary denoising on the Monte Carlo-rendered image, and then applies the
prediction kernel output by the kernel prediction network to the preliminary denoising
image to obtain the final result. The difference between the method in this paper and
the existing kernel prediction Monte Carlo denoising method is reflected in the following
aspects [3,4,8]. First, as an improvement of the kernel prediction network method, this
paper introduces an adversarial generation network to generate preliminary denoising
results and denoise on this basis, instead of directly applying the prediction kernel to
the original noisy rendered image. For support, the two work together to assemble the
two into an end-to-end denoising network for joint training. Secondly, a loss function is
added to support collaborative training of the kernel prediction network and the generative
adversarial network to improve the scene detail retention ability and the scene clarity
and contrast.

The denoising network in this article is used to process input images with a low
sampling rate such as 4 spp, and it can obtain better results. In addition, when constructing
the dataset, this article deliberately uses multiple renderers to generate supervised data,
which effectively improves the generalization ability of the network. The kernel prediction
network in our model takes the auxiliary information images of the Monte Carlo rendering
as the input, and the adversarial generation network takes the noisy rendered image itself
as the input. This processing method can ensure that each part of the network can encode
more image features, thereby capturing more scene details.

In order to further solve the problems of the above two methods and improve the
denoising effect of Monte Carlo-rendered images, the main contributions of this paper are
the following three points:

• In the first part of this paper, we propose a new end-to-end Monte Carlo denoising
rendered image based on the deep learning network structure, and we use the kernel
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prediction network to optimize the generalization ability of the denoising method for
better scene structure and detail retention capabilities.

• We introduce a loss function based on adversarial training to make network training
more stable and effective, to improve the clarity and contrast of the denoised image,
and to retain more image details.

• We prove that a few auxiliary features can improve the noise reduction effect and
solve the loss of high-frequency details of our approach to some extent.

• Our approach is applied to the deep convolutional neural network and makes the
learning ability of the network more powerful, with less time-consuming processing.

2. Related Work

In recent years, the Generative Adversarial Network (GAN) [9] has also been shown
to achieve good results in image restoration and high-resolution image generation [10–14].
Moreover, generative adversarial networks have also played a role in image denoising
works [15]. Regarding the problem of image denoising by Monte Carlo rendering, in 2019,
Xu et al. [16] found that the recent Monte Carlo denoising method based on deep learning
is more dependent on artificial optimization goals. Therefore, they proposed a method to
denoise the Monte Carlo-rendered image by introducing a generative adversarial network.
The network then processed the highlights and diffuse components in the rendered im-
age. Finally, the denoised image was output directly and excellent results were obtained.
Therefore, the generative adversarial network has considerable potential in the problem
of Monte Carlo-rendered image denoising. Unlike the work of Xu et al. [16], Monte Carlo
denoising is based on the kernel prediction network, and the generative adversarial net-
work is integrated into the kernel prediction network as a preliminary denoising generation
model. In 2019, Xin et al. [17] extracted structure and texture details from auxiliary features
in the rendering stage. Then, they used a fusion sub-network to obtain the details map, and
finally used the dual-encoder network to denoise MC renderings. However, this method
consumes processing time. Ghrabi et al. [8] proposed a network structure with permutation
invariance, used a multilayer coding structure to encode sample data to obtain the splat
kernel, and then used this check to reconstruct the input image, making their method the
best state-of-the-art method that uses the kernel prediction network and is based on sam-
ples. Unfortunately, increasing the number of samples increases the time consumption of
the method. In 2020, Munkberg et al. [18] suggested extracting the compressed information
representation of each sample by separating the sample into a fixed number of sections,
called layers. Through a data-based method, this method learns the unique kernel weight
of each pixel in each layer and how to filter the composite layer. This adjustment enables
the degreaser operation to achieve a good trade-off between cost and quality. In addition,
it provides an effective way to control performance and memory properties, because the
algorithm table is the number of layers rather than the number of samples. Moreover, via
the separation of two-layer samples, the denoiser achieves an interaction rate and produces
an image quality similar to that of the larger network.

Again in 2020, Yifan et al. [19] proposed the Adversarial Denoising for MC Renderings
network, which used many convoluted dense blocks to extract rich information of auxiliary
buffers, and then used these various hierarchical features to modify the noisy features
in the residual blocks. Furthermore, they presented the channel mechanism and spatial
interest to exploit property dependencies between channels and spatial features.

In 2021, Yu et al. [20] modified the standard self-attention mechanism to the auxiliary
feature guided self-attention module to denoising Monte Carlo rendering based on a deep
learning network, which effectively involves the complex denoising process.

Generally, Monte Carlo-rendered image denoising based on deep learning is mainly
divided into two categories. One is based on methods of the kernel prediction network [3,4],
which uses network estimation to generate a prediction kernel and applies this prediction
kernel to the noise input to obtain the final denoised image. The other is to directly map the
noise input to the high-quality rendered images; the network is used to directly generate
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the final denoising rendered image. Thus, the key idea of this paper is to combine the
strategies of these two methods to build a Monte Carlo-rendered image denoising model.
This is because the method based on kernel prediction is effective in the restoration and
preservation of scene structure and scene details. However, the adaptability is poor when
the denoised renderer of the image is different from the renderer used in the training
set, but the network that directly outputs the denoising results will have relatively good
generalization ability.

This paper proposes a method to generate realistic rendered images using an end-to-
end network structure. First, the renderer is used to render the 3D model at a low sampling
per pixel to obtain a low-resolution image. Therefore, the rendering time is relatively short;
then, the proposed new image denoising network is used to obtain a high-quality image.

3. The Method

3.1. Model Architecture

In this paper, we propose a new network structure based on the kernel prediction
network and the Deep Generation Adversarial Network (DGAN) to build this function.
The kernel prediction model alone or the DGAN model with noise input can be used to
generate denoised rendered images [3,4,16]. The difference between these two models is
that the kernel prediction network first learns the prediction kernel from the input data
and then applies the prediction kernel to the pixels of the noise image. The DGAN learns
the connection between the noise pixel and the real pixel as the target, and maps the noise
pixel to the reference real pixel, thereby directly generating a denoised image close to the
real image. The kernel prediction network can restore the scene structure well and retain
the details of the scene, and the DGAN-based method can have better generalization ability.
The characteristics of these two models inspired this paper to combine the two to obtain a
better denoising effect promotion and generalization ability improvement.

Generally, the idea of combining these two models is not complicated, but we have
made many improvements to make these networks work together: First, we improved the
previous kernel prediction network [3,6,21] and improved the feature encoder, making it
have a better ability to capture scene details and have a better adaptability to input data
from different renderers. Secondly, the DGAN network structure contains 4 discriminant
networks of different scales as discriminators to supervise the encoding of details at differ-
ent scales. In addition, to improve the reconstruction quality, the result after the prediction
kernel reconstruction is used as a new noise image and the network is used again for the
second denoising. This process is repeated many times to obtain the final denoised image.
Finally, we propose adding a loss function to the network, which can be trained stably
while improving the detail retention ability of the denoising results, the sharpness, and the
contrast in the final image.

In addition, the loss function must accurately capture the difference between the
estimated pixel value and the real pixel value, and it is easy to adjust and optimize. In
Section 3.1.4, we introduce the proposed loss function. Finally, to avoid overfitting in our
network, we made a dataset that contains a large amount of data. It takes a lot of time and
computational cost to make a dataset that contains a large number of real images, noisy
images, and auxiliary features.

Figure 1. This network structure consists of three parts: the deep generation adversarial
network model, kernel prediction network model, and image reconstruction model.

3.1.1. Deep Generation Adversarial Network (DGAN)

For a deep-generation adversarial network, the generator is divided into three parts,
the first part being the encoder. The encoder contains 4 convolutional layers, and each
convolutional layer contains convolution, and three operations of instance normalization
and ReLu activation. After the encoder, there are several residual blocks and a structure
that combines the input and output information [5]. The specific structure of a residual
block contains 2 convolutional layers, and each convolutional layer has 512 convolution
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kernels with a size of 3 × 3 and a stride size of 1; similarly, each convolutional layer is
composed of four parts: convolution, instance normalization, and ReLu activation. The
residual block introduces a skip connection by adding between the convolutional layers.
Then, the decoding part is similar to the encoding part. Therefore, the encoding part is
upsampling after the output of the fourth convolutional layer and the eighth convolutional
layer, and the output of the fourth convolutional layer and the fourth convolutional layer of
the decoding part is jointly upsampled through a skip connection. Then, they are combined
after upsampling.
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Figure 1. The overall structure of the proposed method.

To simplify the description in this section, a network layer composed of these three
operations is collectively referred to as a convolutional layer. The first convolutional
layer contains 64 convolution kernels, the number of output channels is 64, and for each
convolution kernel, the size is 3 × 3 and the stride size is 2. Similarly, the number of
convolution kernels of the second convolution layer and the third convolution layer is 128,
256, and 512, respectively, the size of the convolution kernel is constant 3 × 3, and the stride
size is 2.

3.1.2. The Kernel Prediction Network (KPN)

The difference between the kernel prediction network (KPN) and the general method
of denoising using neural networks is that the kernel prediction network does not directly
output a denoised image, but the kernel predictor estimates a filter kernel of size k × k
for each pixel of the noise image, where, in the implementation of this article, k = 19.
The kernel predictor contains three convolutional layers, each convolutional layer is filled
with zeros, the size of the kernel is 1 × 1 convolution kernel, the stride size is 1, and the
number of output channels of each convolutional layer is 19 × 19 = 361. These prediction
kernels enter the reconstruction model and the denoising structure of DGAN to generate
clean images.

As different input images may be rendered by different renderers or rendering systems,
and thus obtained by different samplers or calculation methods, these inputs are likely to
have different noise characteristics, and then the network structure must have applicability
to these different inputs [8]. As the first part of the encoder, it is proposed to make the
network have this applicability, by extracting relatively low-level and common features
in the input information to unify complex input information and reduce the impact of
different inputs.
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Enlarging the size of the convolution kernel helps expand the perceptual domain to
obtain more details about the neighborhood information. The output information obtained
after the input information passes through these 2 convolutional layers is compared with the
original input information through the skip structure as the final output. The introduction
of residual blocks in the denoising processing of Monte Carlo-rendered images has been
successful in related research work [22]. It has two advantages: First, as the input image
is noisy, with many missing pixels and wrong pixel values, the image is very sparse.
Therefore, the input is combined before and after through the residual block to obtain
more feature information. Second, the residual block can effectively solve the problem of
gradient disappearance caused by the excessive depth of the network during the training
process, and the convergence of the loss function during the training process can be faster
and more stable.

3.1.3. Image Reconstruction

Recall that the pre-denoising image output of the generation network is ẑ, the kernel
obtained by KPN K =

{
kp, p ∈ z

}
, where kP is a k × k matrix, and its x row and column

elements y are marked as kp(x, y). To ensure that the weight range of each kernel falls in the
interval [0,1], and the sum is equal to 1 [21], we first use the SoftMax function to normalize:

K̂P(x, y) =
Kp(x, y)

1
|S| ∑1≤s,t≤k exp

(
Kp(x, y)

) (1)

The meaning of each element in the prediction kernel K̂P is the degree of influence of
each pixel area in the domain k × k around the pixel p. S is the set of kernel sizes. Therefore,
the final reconstructed image can be calculated as follows [21]:

ź(p) =
1
|S| ∑1≤s,t≤k K̂P(x, y)ź(p + (x, y)) (2)

Through weights normalizing, we can estimate the final color value included in each
pixel area in the image, which can greatly reduce the search space of the output estimation
value in the denoising process, and avoid phenomena such as the color shift effect. Secondly,
normalization can also make the gradient of the weight value relatively stable, avoiding
large gradient oscillations caused by the high-dynamic-range characteristics of the input
image during the training process.

3.1.4. Loss Function Design

The network proposed in this article is made up of KPN and DGAN. Thus, designing
a reasonable loss function is a very important issue that enables these two networks to
work together and improve the quality of denoising. Specifically, our loss function consists
of three parts.

Generate the loss function LDGAN : The generator is responsible for using the input
noise image to generate a preliminary denoising rendered image, and the discriminator
is responsible for comparing the generated image with the real image. Our dataset is
M = {mi = (xi, fi), gi : i = 1, 2, . . . , N}, where R is the number of denoise elimination
iterations. We set it in our work as 4 iterations, and then considering the generator as G,
and the discriminator is set as D = Di, i = {1, 2, 3, 4}. The training process for generating
an adversarial network is a process of optimizing the loss function LDGAN , such as [23]:

minGmaxDLDGAN(G, D) (3)

minGmaxD ∑R
i=1 LDGAN(G, Di) (4)

During this, the optimization function (Equation (4)) in the optimization process is
used to solve the parameter value of each Di. Thus, LDGAN reaches the maximum, this Di
is fixed, and then we solve for G to minimize LGAN(G, Di).

G∗ = minGmaxD ∑R
i=1 LDGAN(G, Di) (5)
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The generator G∗ at this time has the model parameters to produce a reasonable
denoised image by Equation (5). On the contrary, we adopt a different general discriminator
form [15]. As for the loss function LDGAN(G, Di) of a single discriminator, instead of letting
the discriminator output a probability value to judge the true or false of the sample, L1 is
used to measure the loss between the two samples, namely [15]:

LDGAN(G, Di) = E
[

1
|z| ∑p∈z ‖Di(z(p), g(p))− Di(z(p), G(p))‖1

]
(6)

Among them, |z| is the total number of pixels in the image, Di(z(p), g(p)) represents
the pixel value of the input image z(p), and the corresponding real image pixel g(p) is the
output obtained as the input of the i th discriminator. The same principle Di(z(p), G(z(p)))
represents the output obtained by taking the generator output G(z(p)) corresponding to
z(p) as the input of the i th discriminator. E represents the mathematical expectation, which
is the average calculation of the loss values calculated for all samples in the dataset.

Equation (6) is only used when training a single adversarial generation network. When
KPN and DGAN are trained together, Equation (6) becomes the following form:

LDGAN(G, Di) = E
[

1
|z| ∑p∈z ‖Di(z(p), g(p))− Di(z(p), ź(p))‖1

]
(7)

The output of the generator G(z(p)) becomes the estimated value of the pixel after the
prediction kernel obtained by KPN is applied to the output of the generator ź(p).

In kernel prediction loss function LK, the true value of the prediction kernel cannot
be obtained, because there is no such label in the dataset. Thus, we use real images gi for
supervision and, at the same time, make the two networks work together. Therefore, LK is
defined as:

Lkernel = ∑zi

1
|zi| ∑p∈z ‖ź(p)− g(p)‖1 (8)

Some state-of-the-art studies [16,24,25] found that comparing L1 loss with L2 loss
can also reduce speckle noise-like artifacts in the reconstructed image, because L1 is more
sensitive to outliers, such as brighter highlights, which have a great influence on error.
Compared with L1 loss, L2 loss will be more robust to outliers, which is also confirmed in
previous literature. However, L1 loss or L2 loss usually obtained a higher peak signal-to-
noise ratio (PSNR) [26], but the result of the blurring of high-frequency components led to
a blurry texture. Therefore, it is necessary to adopt other loss functions to compensate for
the high-frequency details. Therefore, we add tone loss function LT . To make the generated
denoised image details have better definition, have a better denoising effect on low-contrast
and darker noisy images, and improve its contrast, it is subject to the method inspired
by [27], added as a new loss function item to improve the denoising effect of the image. LT
has the following form:

LTone = ∑zi

1
|zi| ∑p∈c ‖

ź(p)
1 + ź(p)

− g(p)
1 + g(p)

‖
1

(9)

Equation (9) is inspired by tone mapping, which can map the pixels in the image from
a small range to a larger range so that the picture can be clearer and brighter. It is a common
method in image processing. This penalty item can improve the contrast and clarity of the
scene. Finally, the overall loss function Ltotal defines a mixture of the above three terms:

Ltotal = αLDGAN + βLkernel + ωLTone (10)

Among them, α, β, ω, we set the balance parameters as 0.003, 0.008, and 0.09, respec-
tively. Typically, by using such a loss function to make the overall network structure work
together, it becomes an end-to-end overall structure.

Finally, this article chooses the gradient magnitude similarity deviation as the image
noise estimate because it is relative to other indicators such as the Peak Signal-to-Noise Ratio
(PSNR) and Structural Similarity Index (SSIM) [21], because it has achieved good results in
public databases for image quality evaluation and the calculation speed is relatively fast.
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3.2. Auxiliary Feature

We use the Monte Carlo path-tracing algorithm to render a 3D model, and each pixel
needs to shoot a ray from the camera. Then, it records the information when the ray tracer
intersects the 3D model for the first time and saves it in the geometry buffer. The saved
information includes the texture and material information such as the surface normal,
world coordinates, and reflection coefficient of the patch where the intersection point is
located, as well as the position of the point in the world coordinate system and the visibility
of direct light. This paper does not record information related to a specific scene, such as
the position of the light source, intensity, and other attributes of the scene.

The MC images may differ when compared to the ground-truth images, which are
clearer and higher-resolution compared to the latter. These differences in training and
test data can lead to discrepancies in the actual models. Therefore, it is essential to have
datasets that have consistent auxiliary feature images.

Figure 2. The auxiliary feature images include surface normal features (3 channels),
RGB color features (3 channels), world position features (3 channels), texture value1 features
(3 channels), texture value2 features (3 channels), and the depth feature (1 channel), which
contain 13 channels in total, such as the following:

    MC Image     Surface Normal    RGB Color     World Position   Texture Value 1   Texture Value 2       Depth 

 

Figure 2. The auxiliary features are rendered with 4 spp; note that in some scenes the depth feature is
only white color.

3.3. Dataset and Training

We faced a challenge in the rarity of image datasets, which is hard to find because
of the proprietary values. Therefore, crowdsourcing images can be used to address this
challenge, and one of the publicly available datasets is the PBRT dataset [28].

Continuous training of the model involves a large and effective dataset. The training
dataset of the state-of-the-art is not public. Therefore, we preferred a reasonably interesting
dataset consisting of 21 curated scenes available for use with PBRT [28], which can represent
different types of scenes and then modify the environment maps and camera parameters.
Therefore, the dataset provides complex scenes that are rendered with 4096 spp such as:

Figure 3 shows examples of reference images rendered with tungsten, and this process
is time-intensive, up to several days for some scenes.
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Figure 3. Example of our dataset reference images with 4096 spp.

In contrast, we divide the training process into two phases. First, the DGAN is trained,
including the generator model and the multiscale discriminator model. During training,
the standard method in [9] is used to optimize the setting of training parameters, the loss
function uses Equation (6) and uses the ADAM optimizer [29], and the parameter settings
of the remaining optimizer follow [30] to set the recommended parameters. The initial
learning rate is set to 0.0001, the learning rate is fixed before the first 200 epochs, and
then the learning rate is gradually reduced according to the linear method. The parameter
initialization of the network is initialized with a Gaussian distribution with a mean of 0
and a standard deviation of 0.002, and the batch size is set to 1. Each training iteration will
randomly disturb the order of the dataset. Then, KPN is trained, Equation (8) is used as the
loss function, and the obtained prediction kernel is applied to the noisy RGB image, rather
than against the image generated by the generation network. Using this method makes the
training of the kernel prediction network stable. The weights and parameters of the kernel
prediction network are initialized using the Xavier method [31], and the bias term is set to
0. The ADAM optimizer is also used, and the parameter and learning rate settings of the
optimizer are the same as the province training settings of the generator network model.

The second training process of the overall network structure uses the two networks
that have been initially trained. In this training, the number of multiple iterations is set to 4,
where the result of the image reconstruction model will be denoised again and then after
these repetitions to obtain the final denoising result.

4. Results

This paper proposed using a kernel prediction network and generative adversarial
network to construct an end-to-end general denoising network structure, as shown in
Figure 1. Our network structure consisted of three parts: the kernel prediction network
module, generation adversarial network module, and image reconstruction module. The
kernel prediction network module takes the auxiliary feature information image as the
input, passes through the source information encoder, the feature information encoder, and
the kernel predictor, and finally generates a prediction kernel for each pixel.

The generated adversarial network module is divided into two parts: the generator
module and the multiscale discriminator module. The generator module takes the noisy
Monte Carlo-rendered image as the input, passes through the symmetric encoder–decoder
structure and the residual block structure, and finally outputs the rendered image with
preliminary denoising. Then, the prediction kernel and the preliminarily denoised rendered
image are sent to the image reconstruction module for reconstruction, and the prediction
kernel is applied to the preliminarily denoised rendered image to obtain a preliminarily
reconstructed rendered image. To further improve the quality of the result and to be more
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robust, the initially reconstructed rendered image undergoes four iterations of filtering
for further denoising, and the final denoised image is obtained after four iterations of the
image reconstruction module as outputs. Finally, this denoised image is applied to the
loss function.

We evaluated the denoising MC renderings based on the KPN-DGAN method to solve
the MC noise image problem and the high-frequency detail loss.

The PSNR and SSIM matrices were used as the quantitative indicators of denoising
results. Thus, PSNR calculated the reconstruction error between the denoised and real
images based on the mean square sum (MSE). Note that the errors of these matrices are
sensitive to noise; as long as a certain pixel value changes and regardless of which direction
it changes, the PSNR will also change. Thus, the value range of PSNR is not fixed, and the
maximum value is related to the image resolution.

Then, we selected the most representative methods in Monte Carlo image denoising
in recent years to compare with our experimental results, which are the KPCN work in
2017 [3], AMCD, and DEMC in 2019 [16,17]. Note that the selected scene uses the 4 spp
noise image rendered by the tungsten renderer [32]. The results are as follows:

Figure 4 shows the ablation experiment of this paper, and the enlarged area of image
details the MC-rendered image with 4 spp, our result against the AMCD result, KPCN
result, DEMC result, and the reference rendered image with 4096 spp. The effect of our
approach is better in the final denoising result in terms of subjective details and objective
indicators, such as the radiator details and the geometrical objects reflecting sharper on a
lamp of the automobile scene, maintaining the barrier shape that does not overlap and the
lines in the house scene. In the livingroom2 scene, our method performance is also better
and enhances sharp edges with greater detail, unlike other methods. The effect of AMCD
algorithms is good, but most of the results are a little blurred. The DEMC and KPCN are
poor, because the results have many stains. Generally, comparing the results showed that
our approach is better at denoising the MC-rendered image, while retaining and restoring
the details and structure of the scene.

The PSNR and SSIM index values are reported under each image, and higher values
indicate a better result. The network of our approach performed well and reduced the time
consumption of denoising. Therefore, we compared our method against prior methods,
with similar processing conditions and an equal sample for all methods, and the results of
the average SSIM and PSNR scores are as follows:

In order to further observe the results of the method in this paper, more scene models
were selected for comparison; we highlighted the difference between diffuse and specular
components, and the relationship to high-frequency details. Thus, the following comparison
experiments were compared with AMCD, the DEMC work in 2019 [16,17], and the AFGSA
work in 2021 [20]; all of these techniques have public released codes and weights. The
3D model is still the tungsten renderer, and the sampling rate is 4 spp. The experimental
results are as follows:

Usually, the specular and diffuse components have different noise patterns and are
highly dependent upon the smoothness or texture of the surface properties. Figure 5 shows
the other methods that led to unsatisfactory results, with disturbing effects on material
and glass, such as blur region, glossy reflections, depth of field, area lighting, and global
illumination. Therefore, they need to take advantage of auxiliary features in different ways.
The material scene showed an erroneous texture, the reflected illumination was poor, the
teapot scene had blurred details and was smoother, and there was a glow reflection in the
glass with more noise in the coffee scene. All methods accepted our approach.

In all noise reduction tests, our method always performed better than several state-
of-the-art solutions. Tables 1 and 2 show the SSIM and PSNR values and time process for
all noise reduction results. Accordingly, our method consistently had smaller errors, with
higher SSIM values and less time consumption than state-of-the-art methods.
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Time:                     0.124s                1.079s               2.034s                 1.478s
SSIM:                    0.9326                0.8867              0.8061                 0.8241      
PSNR:                  34.26 dB             29.91 dB          27.75 dB             28.75 dB

H
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                             Ours                                                     MC 4spp              Ours               AMCD                KPCN              DEMC            Reference

Time  :                     0.329s              1.040s                3.229s                  2.145s
SSIM  :                   0.9113             0.8434               0.8150                 0.8314   
PSNR:                 31.88 dB            28.12 dB            25.95 dB             26.45 dB

Time:                      0.1502s                  1.004s                3.168s            1.455s
SSIM:                     0.9405                    0.9282              0.8931            0.8747   
PSNR:                   34.39 dB                32.05 dB           30.82 dB        29.25 dB
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Figure 4. The comparison of the results of this paper with AMCD, KPCN, and DEMC.

Table 1. The SSIM, PSNR values, and time process results of our approach against the AMCD, KPCN,
and DEMC results.

Scene
Ours AMCD KPCN DEMC

SSIM PSNR Time(s) SSIM PSNR Time(s) SSIM PSNR Time(s) SSIM PSNR Time(s)

Automobile 0.9326 34.26 0.124 0.8867 29.91 1.079 0.8061 27.75 2.034 0.8241 28.75 1.478
House 0.9113 31.88 0.329 0.8434 28.12 1.04 0.815 25.95 3.229 0.8314 26.45 2.145

Living-room2 0.9405 34.39 0.1502 0.9282 32.05 1.004 0.8931 30.82 3.168 0.8747 29.25 1.455

Table 2. The SSIM, PSNR values, and time process results of our approach against the AMCD, DEMC,
and AFGSA results.

Scene
Ours AMCD AFGSA DEMC

SSIM PSNR Time(s) SSIM PSNR Time(s) SSIM PSNR Time(s) SSIM PSNR Time(s)

Material 0.9487 36.75 0.221 0.9123 32.04 1.024 0.9044 30.26 2.054 0.8845 29.31 3.020
Teapot 0.9286 34.60 0.134 0. 910 31.01 0.984 0.902 30.76 1.947 0.8942 29.25 2.867
Coffee 0.9568 36.04 0.124 0.9364 34.14 1.133 0.8502 28.02 1.265 0.8293 25.50 3.170

Finally, the KPN-DGAN denoised the Monte Carlo-rendered image with the auxiliary fea-
tures, which reduced the image noise with a low samples rate, and restored the scene structure
details, to improve the quality of rendered images with less time-consuming processing.
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          Ours                                    MC         AMCD        AFGSA       DEMC         Ours      Reference

Teapot SSIM:             0.8942                0.91                 0.8802                0.9286
PSNR:          31.01dB              30.25dB          29.76dB             34.60dB
Time:            0.9840s                1.947s             2.8967s                0.134s

SSIM:             0.9123              0.9044                0.8845                0.9487
PSNR:          32.04dB            30.26dB             29.31dB             36.75dB
Time:            1.024s                 2.054s               3.020s                0.221s

Material

Coffee SSIM:           0.9364                 0.8502               0.8293                0.9568
PSNR:        34.14 dB              28.02 dB           25.50 dB            36.04dB
Time:            1.132s                  1.265s               3.170s               0.124s

Figure 5. Comparison of results of our approach against the AMCD, DEMC, and AFGSA results.

5. Discussion

Our main contribution in this approach constitutes a solution for denoising MC
renderings trained with a fast deep generative adversarial network, which produces high-
quality denoising rendering results with fewer auxiliary buffers, and outperforms state-
of-the-art denoising techniques in most situations by saving storage and input/output
cost. Furthermore, our approach consistently leads to accurate handling of the diffuse
and specular components, in both low-frequency and high-frequency areas, better detail
preservation, and a sharp reconstruction to enhance sharp edges with partially saturated
pixels and greater detail with less time consumption for rendering. In contrast, the other
methods are still time-consuming for denoising in real-time applications even with GPU
implementations. The following figure shows the average performance of our work against
the baseline of denoising methods KPCN, DEMC, AMCD, and AFGSA.

Figure 6 shows the average performance of our approach against the DEMC, KPCN,
AMCD, and AFGSA methods, across test scenes on 4 spp:

In all noise reduction tests, our method is always better than several state-of-the-art
solutions. Table 3 shows the aggregate numerical performance of our approach against
DEMC, KPCN, AMCD, and AFGSA methods according to the PSNR, SSIM values, and
time process for all noise reduction results. Our method consistently has smaller errors,
with higher SSIM values and less time consumption than state-of-the-art methods.

Generally, our main contribution in this approach constitutes a solution for denoising
MC renderings trained with deep learning, which produces high-quality denoising render-
ing results with less time-consumption for rendering. In contrast, the other methods are still
time-consuming for denoising in real-time applications, even using GPU implementations.
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On the other hand, KPCN and DEMC successfully denoise most low-frequency areas.
Unfortunately, they fail in high-frequency areas, as only stacking the standard convolution
operations makes the network lack resilience when facing different auxiliary features, to
make the network restore high-frequency information as much as possible. The AFGSA
method loses some details and leads to a wrinkle-like artifact, because it is very aggressive
at recovering textures and ignores the specular components. Then, the AMCD method
adding the adversarial loss is useful to a certain extent, but they produce smooth results
at the junction of high/low-frequency areas due to a smoother global illumination effect.
Thus, they cannot essentially eliminate this problem and many other effects. However,
in Figure 5 on the floor of the material scene, there are soft shadows on the sharp lines,
which cannot be filtered while preserving the sharp edges simultaneously. In contrast, our
approach consistently leads to accurate handling of the diffuse and specular components,
in both low-frequency and high-frequency areas, and better detail preservation and a sharp
reconstruction to enhance sharp edges with partially saturated pixels and greater detail.
Moreover, our approach uses fewer auxiliary buffers and outperforms state-of-the-art
denoising techniques in most situations by saving storage and input/output cost.
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Figure 6. Average performance and time processes of our approach against DEMC, KPCN, AMCD,
and AFGSA. The values are relative to the noisy input (a), which shows the performance in the
matrix of SSIM, and (b) shows the performance in the matrix of PSNR. Accordingly, higher values of
SSIM and PSNR mean better performance. Finally, (c) shows the comparison of processing time for
optimization between our approach and other techniques, whereas the lower values of seconds refer
to better performance. Note that the highlighted values mean better performance.

Table 3. Aggregate numerical performance of all methods.

Model PSNR(dB) SSIM Time(s)

KPCN 26.96 0.818 4.612
DEMC 28.63 0.845 3.055
AFGSA 30.07 0.863 2.083
AMCD 31.62 0.895 1.773
Ours 36.76 0.9361 0.2721

6. Conclusions

In this paper, we demonstrated the effect and performance of a kernel prediction
network and a deep generative adversarial network to construct an end-to-end general
denoising network structure with loss function, and the comparative experiments reflected
that our proposed method was effective and had a good denoising effect. In addition, our
results were compared with the recent work results of Monte Carlo-rendered image denois-
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ing. Accordingly, the comparison results showed that both the visual effects of the image,
the measured PSNR, and SSIM showed that our approach had a great improvement against
the state-of-the-art. In addition, the denoising effects of the data rendered by multiple
renderers showed that the network model of this paper had a relatively good generalization
ability and a good adaptability to the rendering data from different rendering systems.

In contrast, to analyze the performance of the method proposed in this paper, we
inputted noise images with different sampling rates and compared the denoising effect and
running time. The results showed that the method of our approach method achieved better
results in terms of effect and running time.
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The following abbreviations are used in this manuscript:

MC Monte Carlo Method
DGAN Deep Generative Adversarial Network
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KPCN Kernel Predicting Convolutional Network
spp Samples Per Pixel
SSIM The Structural Similarity Index
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Abstract: The aim of this work is to study the influence of lighting on different types of filters in
order to create adaptive systems of perception in the visible spectrum. This problem is solved
by estimating symmetry operations (operations responsible for image/image transformations).
Namely, the authors are interested in an objective assessment of the possibility of reproducing
the image of the object (objective symmetry of filters) after the application of filters. This paper
investigates and shows the results of the most common edge detection filters depending on
the light level; that is, the behavior of the system in a room with indirect natural and standard
(according to the requirements of the educational process in Ukraine) electric lighting was studied.
The methods of Sobel, Sobel x, Sobel y, Prewitt, Prewitt x, Prewitt y, and Canny were used and
compared in experiments. The conclusions provide a subjective assessment of the performance of
each of the filters in certain conditions. Dependencies are defined that allow giving priority to
certain filters (from those studied) depending on the lighting.

Keywords: edge detectors; PSNR evaluation; adaptive system

1. Introduction

In the last decade, the possibilities of autonomous decision making by computer
vision systems have been actively studied. The topic of autonomous agents to support
solutions that are able to adapt to the environment is relevant in a variety of applications:
medicine [1–3], systems and means of artificial intelligence [4–6]. The problem includes the
question of where fuzzy logic is needed [7], security issues [8–11] and biometric recognition
systems [12,13], systems to support people with disabilities and related technologies and
applications aimed to include wayfinding and navigation [5,13], land research, space
research, agricultural issues, industrial climate issues, smart things, etc.

The task of automated selection of key characteristics for the classification of images
using computer tools is not a trivial problem [14–16]; especially for the variable field of
attention [17,18]. There are many methods and algorithms for identifying key characteristics
for image classification [19–24], but each has its disadvantages and advantages. Most of
the existing methods that solve this problem are effective only for individual objects, such
as human faces, simple geometric shapes, and handwritten or printed symbols, but only
under certain conditions, including certain lighting and the position of the object from the
wearable camera and background. An urgent problem now is the creation of automated
systems that compensate for the limited capabilities of people at different levels. When
using artificial neural networks [19,20], reducing the amount of computation in learning is
an important element to teach mathematical options for processing. This paper considers
the problem of comparing the methods of selection of characteristic features under different
external conditions in order to identify the best method for given conditions. Adaptive
algorithms for detecting, classifying, and tracking the edges of objects have been developed
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in [25]. Adaptation is achieved by using thresholds to obtain contours. The creation of
contours is achieved through the Kalman filter, the use of which significantly improves
the computation time, as well as provides the system with the required accuracy. In [26],
invariant approaches to structural features were used to find facial features, texture, shape,
and color of the skin regardless of changes in lighting. Statistical models have been
developed, which are the basis for testing the model. The advantage of the proposed
method is that it can detect faces of different sizes and different poses without restrictions on
lighting conditions. However, the spectral characteristics of the face / skin are not studied in
this work. In [27], for an image that is under background and lighting conditions, a method
for determining the edges based on the advanced arithmetic operator Prewitt was proposed.
An improved preprocessing operation was performed in the work. The characteristics of
horizontal projection and vertical location of the upper and lower edges for positioning were
used. The results of the experiments show that the algorithm has high speed, positioning
speed, and good practical value.

Table 1 shows the increase in absolute contrast values from the state of the object.
The state of the object can change tens of thousands of times, and up to one million times
when exposed to the sun. Because glare affects the brightness of an object, the brightness of
the sun’s disk can reach up to 108 lux. Shade illumination can be reduced to 100 lux. Today,
it is impossible to observe several objects with tens of thousands of different illuminations
on the same camera. Therefore, the inevitable loss of information.

Table 1. Lighting on the object in the Suites.

Intensity Scale Lighting on the Object in the Suites Inside the Near Window, Lux/Time

108 The Sun disc is at noon

106 Glitter of water and metal under sunlight

104 Snow-covered snow and clouds.
Illuminated objects by day

2300/13:30
260/13:00

102 Objects in the shade, in the afternoon
100/16:50

70/16:00 (the sun came out of the clouds)
50/16:30

100 Moon

10−2 Stars

The aim of the work is to create adaptive systems of perception in the visible spec-
trum by constructing the dependences of the quality of the applied filters in dynamically
changing conditions. In particular, the paper studies the behavior (in terms of symmetry
of object representation) of the most popular methods of detecting edges under different
lighting conditions.

2. Materials and Methods

2.1. Sobel’s Operator

The Sobel operator is a discrete differential operator that calculates the approximate
value of the image gradient [28]. The result of the application of the Sobel operator at each
point of the image is either the brightness gradient vector at this point or its norms.

2.1.1. Description

The image convolution on which the Sobel operator is based is performed by small
separable integer filters in the vertical and horizontal directions. The Sobel operator uses
a gradient approximation that is not accurate, and this becomes especially noticeable at
high-frequency image oscillations.

At each point of the image, the brightness gradient is calculated by the Sobel operator.
Thus, there is the direction of the greatest increase in brightness and change of this value.
Changing the brightness indicates the smoothness or sharpness of the change at each point
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of the image, the probability of finding a point on the border, and hence the orientation
of the contour. This calculation is more reliable and simpler than calculating the direction
of orientation.

A two-dimensional vector is a gradient of the function of two variables for each point
of the image. Its components are derivatives of image brightness, which are calculated
horizontally and vertically. The result of the work of the Sobel operator will be a zero vector
at the point of the region of constant brightness and at the point lying on the boundary of
the regions, a vector with the direction of increasing brightness.

2.1.2. Formulation

Strictly speaking, the operator uses 3 × 3 cores to calculate output values. If A is the
original image, and Gx and Gy are two images with approximate points of derivatives in x
and y:

Gy =

⎡⎣ −1 −2 −1
0 0 0
1 2 1

⎤⎦ ∗ A, and Gx =

⎡⎣ −1 0 1
−2 0 2
−1 0 1

⎤⎦ ∗ A (1)

where ∗ means a two-dimensional convolution operation.
The x-coordinate here increases “to the right”, and y “down”. At each point of the

image, the approximate value of the gradient value can be calculated using the obtained
approximate values of the derivatives (meaning element by element):

G =
√

Gx2 + Gy2 (2)

Using this information, we can also calculate the direction of the gradient:

Θ = arctan
(

Gx

Gy

)
(3)

where, for example, the angle Θ is zero for the vertical boundary in which the dark side is
on the left.

The brightness function is known to us at discrete points, we need to determine the
differentiated function that passes through these points. Derivatives at any single point are
functions of brightness from all points of the image. The solution of the derivatives can be
calculated with a certain degree of accuracy.

Sobel’s operator is an inaccurate approximation of the image gradient, but it is high
enough for practical application in many problems. Specifically, the operator uses the
intensity value only around 3 × 3 of each pixel to obtain an approximation of the corre-
sponding image gradient and uses only integer values of the luminance weights to estimate
the gradient.

2.1.3. Extension to Another Number of Dimensions

The Sobel operator consists of two separate operations:

• Smoothing with a triangular filter perpendicular to the derivative direction:

h(−1) = 1, h(0) = 2, h(1) = 1

• Finding a simple central change in the direction of the derivative:

h(−1) = 1, h′(0) = 0, h′(1) = −1
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Sobel filters for image derivatives in various dimensions for

y, z, t ∈ (0, −1, 1)

1D : h′
x(x) = h′(x)

2D : h′
x(x, y) = h′(x)h(y)

3D : h′
x(x, y, z) = h′(x)h(y)h(z)

4D : h′
x(x, y, z, t) = h′(x)h(y)h(z)h(t)

Here is an example of a three-dimensional Sobel core for an axis z:

h′z(:, :, −1) =

⎡⎣ 1 2 1
2 4 2
1 2 1

⎤⎦

h′z(:, :, 0) =

⎡⎣ 0 0 0
0 0 0
0 0 0

⎤⎦

h′z(:, :, 1) =

⎡⎣ −1 −2 −1
−2 −4 −2
−1 −2 −1

⎤⎦
2.1.4. Technical Details

As follows from the definition, the Sobel operator can be implemented by simple
hardware and software. Approximating the vector gradient requires only eight pixels
around point x of the image and integer arithmetic. Moreover, both discrete filters described
above can be separated: ⎡⎣ 1 0 −1

2 0 −2
1 0 −1

⎤⎦ =

⎡⎣ 1
2
1

⎤⎦[ 1 0 −1
]

⎡⎣ 1 2 1
0 0 0
−1 −2 −1

⎤⎦ =

⎡⎣ 1
0
−1

⎤⎦[ 1 2 1
]

and two derivatives, Gx and Gy, can now be calculated as

Gx =

⎡⎣ 1
2
1

⎤⎦ · [ 1 0 −1
] · A; Gy =

⎡⎣ 1
0
−1

⎤⎦ · ([ 1 2 1
] · A

)
The resolution of these calculations can reduce the arithmetic operations with each pixel.

2.2. Canny’s Operator

Canny’s operator (Canny boundary detector, Canny algorithm) is a computer vision
detection operator in the field of computer vision. It was developed in 1986 by John F. Canny
and uses a multistep algorithm to detect a wide range of boundaries in images [16,29].
Canny said that this filter could be well approximated by the first Gaussian derivative.
Kenny introduced the concept of non-maximum suppression, which means that pixels of
boundaries are declared pixels in which the local maximum of the gradient is reached in
the direction of the gradient vector.

• Good detection (Kenny interpreted this property as increasing the signal-to-noise ratio);
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• Good localization (correct determination of the edge position);
• A single response to one edge.

From these criteria, the target function of error cost was then built, the minimization
of which is the “optimal” linear operator for convolution with images.

The boundary detector algorithm is not limited to calculating the gradient of the
smoothed image. Only the maximum points of the image gradient remain in the border
contour, and the maximum points lying near the border are removed. It also uses informa-
tion about the direction of the border in order to remove the points right next to the border
and not to break the border itself near the local gradient maxima. Then, with the help of
two thresholds, weak borders are removed. The fragment of the border is processed as a
whole. If the value of the gradient somewhere on the observed fragment exceeds the upper
threshold; this fragment also remains on the “permissible” edge and in places where the
value of the gradient falls below this threshold, until it falls below the lower threshold. If
there is no point on the whole fragment with a value greater than the upper threshold, it is
deleted. This hysteresis reduces the number of breaks in the original edges. The inclusion
of noise attenuation in Kenny’s algorithm increases the stability of the results on the one
hand and, on the other hand, increases computational costs and leads to distortion and
even loss of boundary details. For example, this algorithm rounds the corners of objects
and destroys boundaries at connection points.

The main stages of Canny’s algorithm are:
Smoothing: blurred images to remove noise. Canny’s operator uses a filter that may

be close to the first Gaussian derivative σ = 1.4:

B =
1

159

⎡⎢⎢⎢⎢⎣
2 4 5 4 2
4 9 12 9 4
5 12 15 12 5
4 9 12 9 4
2 4 5 4 2

⎤⎥⎥⎥⎥⎦·A

Search for gradients: borders are marked where the image gradient becomes maximum.
They can have different directions, so Canny’s algorithm uses four filters to detect hori-
zontal, vertical, and diagonal edges in a blurred image. At this stage, Formulas (2) and (3)
are used.

The angle of the direction of the gradient vector [30] is rounded and can take the
following values: 0, 45, 90, and 135 (see Figure 1).

450

900

1350

Figure 1. Gradient direction.

Suppression of non-maxima.
Only local maxima are marked as edges.
Double threshold filtering: potential limits are determined by thresholds.
Trace the area of ambiguity. The final limits are determined by suppressing all edges

that are not related to certain (strong) limits.
Before using the detector, the image is usually converted to grayscale to reduce

computational costs. This stage is typical of many image-processing methods.
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2.3. Prewitt’s Operator

Prewitt operator is a method of selecting boundaries in image processing, which
calculates the maximum response on the set of convolution cores to find the local orientation
of the border in each pixel. It was created by Dr. Judith Prewitt to identify the boundaries
of medical imaging [31].

Different kernels are used for this operation. From one core, you can obtain eight,
rearranging the coefficients in a circle. Each result will be sensitive to the direction
of the limit from 0 to 315 with a step of 45, where 0 corresponds to the vertical limit.
The maximum response of each pixel is the value of the corresponding pixel in the
original image. Its values are between 1 and 8, depending on the number of nuclei that
provide the greatest result.

This method of edge detection is also called edge template matching because the
image is mapped to a set of templates, and each represents some boundary orientation.
The size and orientation of the border in a pixel is then determined by the pattern that best
matches the local neighborhood of the pixel.

While a differential gradient detector requires a time-consuming calculation of the
orientation estimate for magnitudes in the vertical and horizontal directions, the Prewitt
limit detector provides a direct direction from the nucleus with maximum result. The set
of nuclei is limited to 8 possible directions, but experience shows that most direct esti-
mates of orientation are also not very accurate. On the other hand, a set of cores requires
8 convolutions for each pixel, while a set of gradients of the gradient method requires
only 2: sensitive vertically and horizontally.

Formulation

The operator uses two 3 × 3 cores, collapsing the original image to calculate the
approximate values of the derivatives: one horizontally and one vertically. Let A be the
original image and Gx i Gy be two images in which each point contains a horizontal and
vertical approximation of the derivative, which is calculated as:

Gx =

⎡⎣ −1 0 1
−1 0 1
−1 0 1

⎤⎦·A, and Gy =

⎡⎣ −1 −1 −1
0 0 0
1 1 1

⎤⎦·A
3. Experiments

3.1. Experiment №1. 16:00, Action at 67–70 lux

The program on the smartphone was used to measure the suites, as the study was
performed to link to the most common video cameras. Figures 2–29 shows the work of
the considered methods in comparison with the original image. Images are grouped
according to lighting conditions. Thus, the first experiment (lighting 70 lux) is presented
in Figure 2 (original input image and the result of processing by the Sobel method);
Figure 3 (normalized Sobel gradient on the X axis and gradient on the Y axis); Figure 4
(Canny and Pruitt method); Figure 5 (Prewitt’s operator on the X axis and (Prewitt’s
operator on the Y axis).

  
(a) (b) 

Figure 2. (a) Input image; (b) Sobel gradient at 70 lux.
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(a) (b) 

Figure 3. (a) Normalized Sobel gradient of the image along the x-axis; (b) normalized Sobel gradient
of the image on the y-axis at 70 lux.

  
(a) (b) 

Figure 4. (a) Canny’s operator; (b) Prewitt’s operator at 70 lux.

(a) (b) 

Figure 5. (a) Prewitt’s operator X; (b) Prewitt’s operator Y at 70 lux.

  
(a) (b) 

Figure 6. (a) Input image; (b) Sobel operator at 50 lux.

  
(a) (b) 

Figure 7. (a) Sobel operator on the x-axis; (b) Sobel operator on the y-axis at 50 lux.
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(a) (b) 

Figure 8. (a) Canny operator; (b) Prewitt’s operator on the y-axis at 50 lux.

  
(a) (b) 

Figure 9. (a) Prewitt’s operator on the x-axis; (b) Prewitt’s operator on the y-axis at 50 lux.

  
(a) (b) 

Figure 10. (a) Input image; (b) Sobel operator at 100 lux.

  
(a) (b) 

Figure 11. (a) Sobel operator on the x-axis; (b) Sobel operator on the y-axis at 100 lux.

  
(a) (b) 

Figure 12. (a) Canny operator; (b) Prewitt’s operator on the y-axis at 100 lux.
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(a) (b) 

Figure 13. (a) Prewitt’s operator on the x-axis; (b) Prewitt’s operator on the y-axis at 100 lux.

  
(a) (b) 

Figure 14. (a) Input image; (b) Sobel operator at 260 lux.

  
(a) (b) 

Figure 15. (a) Sobel operator on the x-axis; (b) Sobel operator on the y-axis at 260 lux.

  
(a) (b) 

Figure 16. (a) Canny operator; (b) Prewitt’s operator at 260 lux.

  
(a) (b) 

Figure 17. (a) Prewitt’s operator X; (b) Prewitt’s operator Y at 260 lux.
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(a) (b) 

Figure 18. (a) Input image; (b) Sobel operator at 2300 lux.

  
(a) (b) 

Figure 19. (a) Sobel operator on the x-axis; (b) Sobel operator on the y-axis at 2300 lux.

  
(a) (b) 

Figure 20. (a) Canny operator; (b) Prewitt’s operator at 2300 lux.

  
(a) (b) 

Figure 21. (a) Prewitt’s operator X; (b) Prewitt’s operator Y at 2300 lux.

  
(a) (b) 

Figure 22. (a) input image; (b) Sobel operator at 2300 lux+ man shadow.

  
(a) (b) 

Figure 23. (a) Sobel operator on the x-axis; (b) Sobel operator on the y-axis at 2300 lux+ man shadow.
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(a) (b) 

Figure 24. (a) Canny operator; (b) Prewitt’s operator at 2300 lux+ man shadow.

  
(a) (b) 

Figure 25. (a) Prewitt’s operator X; (b) Prewitt’s operator y at 2300 lux+ man shadow.

  
(a) (b) 

Figure 26. (a) input image; (b) Sobel operator at 2350 lux.

  
(a) (b) 

Figure 27. (a) Sobel operator on the x-axis; (b) Sobel operator on the y-axis at 2350 lux.

  
(a) (b) 

Figure 28. (a) Canny operator; (b) Prewitt’s operator at 2350 lux.
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(a) (b) 

Figure 29. (a) Prewitt’s operator X; (b) Prewitt’s operator Y at 2350 lux.

3.2. Experiment №2. 16:30, Action at 50 Lux

The second experiment (lighting 50 lux) is presented in Figure 6 (original input image
and the result of processing by the Sobel method); Figure 7 (normalized Sobel gradient on
the X-axis and gradient on the Y-axis); Figure 8 (Canny’s and Prewitt’s method); Figure 9
(Prewitt’s operator on the X-axis and (Prewitt’s operator on the Y-axis).

3.3. Experiment №3. 16:50, Action at 100 Lux (Includes E-Electric Lighting)

The third experiment (lighting 100 lux) is presented in Figure 10 (original input image
and the result of processing by the Sobel method); Figure 11 (normalized Sobel gradient on
the X-axis and gradient on the Y-axis); Figure 12 (Canny’s and Prewitt’s method); Figure 13
(Prewitt’s operator on the X-axis and (Prewitt’s operator on the Y-axis).

3.4. Experiment №3. 13:00, Action at 260 Lux

The forth experiment (lighting 260 lux) is presented in Figure 14 (original input image
and the result of processing by the Sobel method); Figure 15 (normalized Sobel gradient on
the X-axis and gradient on the Y-axis); Figure 16 (Canny’s and Prewitt’s method); Figure 17
(Prewitt’s operator on the X-axis and (Prewitt’s operator on the Y-axis).

3.5. Experiment №3. 13:30, Action at 2300 Lux

The fifth experiment (lighting 2300 lux) is presented in Figure 18 (original input image
and the result of processing by the Sobel method); Figure 19 (normalized Sobel gradient on
the X-axis and gradient on the Y-axis); Figure 20 (Canny’s and Prewitt’s method); Figure 21
(Prewitt’s operator on the X-axis and (Prewitt’s operator on the Y-axis).

3.6. Experiment №3. 13:30, Action at 2300 Lux + Man Shadow

The sixth experiment (lighting 2300 lux) is presented in Figure 22 (original input image
and the result of processing by the Sobel method); Figure 23 (normalized Sobel gradient on
the X-axis and gradient on the Y-axis); Figure 24 (Canny’s and Prewitt’s method); Figure 25
(Prewitt’s operator on the X-axis and (Prewitt’s operator on the Y-axis).

3.7. Experiment №3. 13:30, Action at 2350 Lux, Cam Front to Light

The seventh experiment (lighting 2350 lux) is presented in Figure 26 (original input
image and the result of processing by the Sobel method); Figure 27 (normalized Sobel
gradient on the X-axis and gradient on the Y-axis); Figure 28 (Canny’s and Prewitt’s
method); Figure 29 (Prewitt’s operator on the X-axis and (Prewitt’s operator on the Y-axis).

4. Results

Figure 30 shows the dependences of the objective comparison of distances (PSNR)
between the original value of the brightness of the pixel with the values obtained after
applying the appropriate filters. The data in the chart are summarized.
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Figure 30. Results of objective assessment (PSNR) of symmetry of researched operations.

The experiment was performed as follows. The original image was illuminated at 50 lux,
70 lux, 100, 260, and 2300 lux. These images are presented in Figures 2, 6, 10, 14, 18, 22 and 26,
respectively. Canny, Sobel, and Prewitt filters were used for these images. These filtered
images were compared with each other to assess the best performance of the filter and
to make recommendations for the use of certain filters. Diagram 1 shows three graphs of
the relationship between the signal-to-noise ratio of the filtered images. The blue color
shows the values of the signal-to-noise ratio between img_sobel and img_sobel_x. This
value takes the value of 7.23 and is the largest value in this chart, and therefore, they are
the most similar to each other. The second value is the result of comparing img_sobel and
img_sobel_y and takes the value of 6.92. We also observe high PSNR values compared to
others, which explains that very similar transformations were used. The other values are a
comparison between the pairs img_sobel and img_cany and img_sobel and img_prewitt_x,
and img_sobel and img_prewitt_y. Because filtering was applied by other filters, the images
are less similar, and that makes sense. Charts of other colors, similar to img_sobel_x and
img_sobel_y, work similarly. Slightly higher values between the pairs img_sobel_x and
img_prewitt_y are explained by the better finding of contours in the image, which should
be taken into account when choosing one filtering method.

We performed an experiment in which the edges of the source objects were marked on
the input image in one of the raster graphics editors. Figure 31a shows the image taken
at 50 lux, Figure 31b shows the filtered image of the Sobel operator, Figure 31c shows the
Canny operator, and Figure 31d shows Prewitt’s operator. As a result of filtering, more
edges from the original image were formed in Prewitt and Canny, which is seen subjectively.
An experiment was performed to compare the input image with the filtered images using
PSNR, and the results are shown:

Input image, img_sobel—11.7;
Input image, img_canny—13.76;
Input image, img_prewitt’s—14.67.
This is best performed by Prewitt’s operator, as the PSNR values are the highest.
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(a) (b) 

  
(c) (d) 

Figure 31. (a) Input image; (b) Sobel operator; (c) Canny operator; (d) Prewitt’s operator.

5. Discussion

The experiments show that to create an adaptive system, you can use the technique of
selecting filters, for which you need to choose a filter that provides the best symmetry of the
images under appropriate conditions. The success of the experiments inspires the authors
to further test all the most widely used filters in different conditions, which will allow
(according to an objective assessment) choosing filters that provide the best symmetry of
image display for specific conditions.

In image segmentation evaluation, the structural similarity index (SSIM) estimates
the visual impact of shifts in an image [26]. The SSIM consists of three local comparison
functions, namely luminance comparison, contrast comparison, and structure comparison,
between two signals excluding other remaining errors. The SSIM is computed locally by
moving an 8 × 8 window for each pixel, unlike the peak signal-to-noise ratio (PSNR) or
root-mean-square error (RMSE), which are measured at the global level. “Even though
SSIM can be applied in the case of an edge detection evaluation, in the presence of too
many areas without contours, the obtained score is not efficient or useful (in order to judge
the quality of edge detection with the SSIM, it is necessary to compare with an image
having detected edges situated throughout the image areas)” [26]. This is why PSNR was
chosen as a simple and widespread method of global assessment. Other popular evaluation
methods [26] do not have strong superiority and have less popularity. Due to this, this
paper had an unsettled task of studying the behavior of filters in a particular education
(without strong differences).

The success of this study encourages the authors to expand the number of methods
and conditions in the next study, in particular to conduct experimental studies of additional
methods [27]. This paper analyzes the speed in contrast to the idea of lighting level.
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6. Conclusions

The conducted experiments show that among the considered methods, in all condi-
tions, only variations of the Sobel operator compete for the title of the best. With different
lighting, different variations can be considered the best. In addition, although there is a
difference in quality between variations of the Sobel operator, with all types of lighting, they
all give a good result. All others highlight the characteristics rather weakly. The resulting
dependence presented in the diagram allows fully automating the process of selecting a
filter for image preprocessing when designing adaptive computer vision.
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Abstract: This paper presents a comparison of different metaheuristic approaches applied to the
pilot sequence allocation problem in Massive Multiple-Input Multiple-Output (MIMO) systems. A
modified version of the Genetic Algorithm (GA) as well as different versions of the Particle Swarm
Optimization (PSO) Algorithm are used to maximize the system spectral efficiency under an inter-cell
interference regime. The metaheuristic parameters were optimized and computational simulations
under different scenarios parameters were conducted to verify the system performance impact in
terms of system spectral efficiency, minimum and maximum spectral efficiency per user and the
cumulative distribution function (CDF) of the users spectral efficiencies. The main contributions of
this work are: the creation of a public available dataset; heuristic parameters tuning; findings related
to the impact of sub-optimal pilot sequence allocation to the users in terms of maximal and minimal
achievable user spectral efficiency and the robustness of some algorithms in scenarios with different
system loadings.

Keywords: pilot sequences; resource allocation; Massive MIMO; heuristics

1. Introduction

The increasing number of multimedia services and online platforms are reflected
as a growth in the demand for connectivity and throughput worldwide. According to
Cisco [1], in 2018 there were 3.9 billion Internet users globally, and it estimates 5.3 billion in
2023, representing 66% of the global population by that year according to [2]. Part of the
global data traffic, 54%, will originate from mobile devices which will be responsible for
160 Exabytes (EB) per month of data traffic in 2025, a 321% growth when compared to the
38 EB per month in 2019 [3].

To support this demand, the wireless communications standard must evolve and
increase the total available throughput and the supported number of connected devices,
while keeping the average network latency to a minimum. These characteristics will even
make new services possible, such as autonomous cars [4].

Massive MIMO is a technology incorporated in 5G networks which corresponds to
the transmission of data through several antennas. Thomas L. Marzetta describes the use
of this technology for any multi-user MIMO system with more than 16 antennas [5]. The
proposed communications scheme relied on low complexity transceivers in the mobile
devices and time division duplexing (TDD) to provide a reliable communication channel.

Within a Massive MIMO system, an arbitrary array of bits, known as a pilot sequence,
is designated to each user and used in the uplink training process to simplify the signal
detection routines in mobile terminals. However, the use of non-orthogonal sequences
causes interference among users, which is known as the pilot contamination problem.
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To guarantee orthogonality, the size of the pilot sequence must increase with respect
to the number of users in the system. Hence, it is easy to verify that pilot sequences must
be reused in multi-cell environments and high-density urban areas to avoid long periods
of uplink training since as the number of orthogonal sequences increases the size of these
sequences also increases.

This work proposes to solve the pilot sequence allocation problem in multi-cell sce-
narios in a centralized fashion with the maximization of the network spectral efficiency as
a goal. The optimization problem is modeled into two different, but equivalent, ways: a
binary optimization problem and an integer optimization problem. Meanwhile, to solve
these optimization problems, we used different versions of the Genetic Algorithm (GA)
and Particle Swarm Optimization (PSO) metaheuristics.

1.1. Related Works

Among different studies whose objectives are to minimize the pilot sequence contami-
nation in TDD Massive MIMO systems, there is a considerable selection of methods, tools
and techniques already tested, e.g., greedy and tabu search, smart pilot assignment, genetic
algorithm (GA), deep learning, hybrid solutions and multi-objective approaches. To situate
the contributions of this work, we present a chronological list of related work:

• In [6], the authors approach the pilot contamination on Massive MIMO systems with
low complexity evolutionary algorithms comparing the performance in macro-cell
scenarios: greedy search, tabu search and a hybrid solution.

• In [7], the authors proposed a new algorithm named Smart Pilot Assignment. The
algorithm goal is to maximize all user signals to interference plus noise ratio (SINR)
within a cell. The base station calculates the cell observed interference for each of
the pilot sequences which users from neighbors’ cells cause. The algorithm then
assigns the pilot sequences following the rule: the user with the worst channel state
receives the pilot sequence with the smallest observed interference. This process is
repeated until each user has been assigned a pilot sequence, or the system has no pilot
sequences to assign.

• In [8], the authors proposed a greedy search. At each iteration, a number of users
are randomly selected from each cell to be assigned the same pilot sequence. The
selection is made such that the group chosen maximizes their transmission rate. As
the iterations grow, the number of selected users also grows. Likewise, the number
of possible selected users at each iteration shortens due to the already accomplished
pilot sequence assignments of previous iterations.

• In a different approach [9], the authors proposed the mitigation to pilot sequence
contamination modeling the problem as an Epsilon-restricted optimization problem
and then solving an eigenvalue decomposition problem through linear complexity.

• In [10], the authors proposed a simple pilot assignment algorithm based on the water-
filling algorithm. The users with the best channels received the pilot sequences under
the lowest interference effect. To achieve such, at each base station, both channel
state information (CSI) array, which contains each user CSI, as well as the inter-cell
interference observed by each pilot sequence, are sorted such that one is in increasing
order and the other in decreasing order. The pilot assignment is the combination of
indexes of these two arrays.

• In [11], the author used different algorithms to solve the pilot sequence assignment
problem. The main objective is to maximize the system throughput where the GA
was capable of obtaining the average maximum rate user with a smaller complexity.
Furthermore, the GA solution as well as random assignment and exhaustive search
are compared with the proposed schemes of [6].

• In [12], the authors proposed the assignment of orthogonal pilot sequences along with
sectorization. The pilot sequences are re-utilized in the same cell, reducing sizes of
the pilot sequence and optimizing spectral efficiency (SE), and Bayesian estimation is
used to eliminate pilot contamination.
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• In [13], the authors present an adaptive pilot sequence allocation algorithm which
separate the users in a cell into two groups: one for users who suffer high interference
from other cells and one for users under a low interference regime. The algorithm then
assigns mutually orthogonal pilot sequences for all the users under the interference
regime, while the other group of users shares the same set of pilot sequences.

• In [14], the pilot sequence allocation problem is solved using deep learning in the
form a 3-layer perception neural network. The proposed scheme reaches 99.38% of the
theoretical upper-bound performance and takes only 0.92 milliseconds to compute.

• In [15], an algorithm of clustering divides users into two groups, low and high inter-
ference. In the group with low interference, the pilots are re-utilized randomly, while
high interference groups are grouped by propagation affinity.

• In [16], the authors mitigated the pilot sequence allocation problem through user
categorization in high and low interference groups based on large-scale fading, where
the high interfering users receive orthogonal pilot sequences, and non-orthogonal
pilot sequences are allocated to users under a low interference regime. The authors
propose the use of an edge-weighted interference graph to maximize the performance
of users in the low interference bracket.

• In [17], the authors proposed the pilot sequence allocation allied to power alloca-
tion based on a Monte Carlo Tree Search Method (MCTS) which mitigates the pilot
contamination. Moreover, the AlphaGo algorithm is used to play the proposed pi-
lot allocation game, while the Markov Decision Problem (MDP) solves the power
allocation problem.

• In [18], based on works [19,20] an adaptation of the particle swarm optimization
algorithm to solve the joint pilot sequence allocation and power control problem in
Massive MIMO systems was proposed. The authors aim to maximize the spectral
efficiency with a limited number of pilot sequences based on coherence interval, while
also taking power constraints into account.

• In [21], the authors proposed a joint pilot sequence allocation and antenna scheduling
scheme to curb the effects of pilot sequence contamination in Massive MIMO systems
where there are a limited number of antennas. To allocate the sequences to multiple
users, they proposed rules using either geometric or arithmetic progression in the num-
ber of users using the same sequence. Furthermore, they compare their solution with a
Greedy pilot sequence allocation scheme and the Smart Pilot Assignment algorithms.

• The work in [22] presents different pilot allocation solutions for cell-free scenarios.
The first algorithm is based on the concept of random sequential adsorption using
statistical physics, while the second one is an analytical approach of the first one. The
authors also describe two centralized algorithms based on clustering principles to
benchmark the proposed solutions. The results show that the distributed solutions
have a competitive performance compared to the centralized ones, especially when
the user density is high.

1.2. Contributions

Our study presented four new main contributions on the subject of Massive MIMO
pilot sequence allocation problem:

• The dataset as well as the scripts used to achieve the results are public (Available at
github.com/evertonalex/utfpr-ppgi-pilotcontamination, accessed on 16 May 2022);

• The heuristic parameters to the problem assessed were optimized;
• Six different heuristic approaches to the problem comparing it with the simplest

solution were evaluated;
• Real scenarios under different parameters to establish the real impact of a pilot alloca-

tion scheme were simulated.

Furthermore, we present the differences between our work and those presented in the
previous section:

• Two different mathematical models of the same practical problem were addressed;
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• Multiple versions and modifications in the PSO algorithm were tested to verify their
performance;

• Using The minimum spectral efficiency per user as a performance parameter was used;
• Different scenario parameters were tested to verify the impacts of the pilot sequence

schemes in macro, micro and femto-cells.

1.3. Text Organization

This paper is organized as follows. In Section 2, the system model is described with
the mathematical problem. In Section 3, the solution with optimization is applied with
the evolutionary algorithms. In Section 4, the best parameters are presented and the
results of simulations are shown. Finally, in Section 5, we offer the conclusion and final
considerations.

2. System Model

We consider a Massive MIMO system with L > 1 cells using the same spectrum
band and K� mobile terminals connected with its single base station which has M >> K�

antennas. To acquire channel state information (CSI) at each coherence interval, each user
in the system must send a pilot sequence through the uplink channel. The pilot sequence
uplink signal received by the base station � is a M × Tp matrix where Tp is the pilot sequence
size, and it may be described as:

Ru
� =

Desired signal from cell users︷ ︸︸ ︷
K�

∑
k=1

√
pk,� gk,�,� sH

k,� +

+
L

∑
j=1
j �=�

Kj

∑
k′=1

√
pk′ ,jgk′ ,j,� sH

k′ ,j

︸ ︷︷ ︸
Pilot Contamination / Interference

+ η� (1)

where k, �, k′ and j are the user, cell of interest, interfering users and adjacent cell indexers,
respectively. Moreover, Ru

� ∈ CM×Tp , pk,� is the transmission power of each user, sk,� ∈
CTp×1 is the pilot sequence, whereas (·)H is the Hermitian operator and is equivalent to
the transposed complex conjugate, η� ∈ CM×Tp is the noise matrix whose elements are
complex Gaussian random variables with zero mean and variance equal to N0 B where N0
is the noise power spectral density (The noise PSD (N0) is equal to the Boltzmann Constant
times the temperature, i.e., it is equivalent to approximately 4.11 × 10−21 watts per hertz
at 25 degrees Celsius) and B the system bandwidth. Finally, gk,j,� ∈ CM×1 is the channel
gain between the k-th user from cell j and the base station of cell �, which represents the
large-scale fading (βk,j,�) and the small-scale fading (hk,j,�), i.e.,:

gk,j,� =
√

βk,j,� hk,j,� (2)

where hk,j,� ∈ CM×1 are independent and identically distributed complex Gaussian ran-
dom variables with zero mean and unit variance. Meanwhile, βk,j,� is the path loss and
shadowing effects. We assume a simplified path loss model, i.e.,:

βk,j,� =

(
λ

4 π d0

)2
(

d0

dk,j,�

)γ

Sk,j,� (3)

where λ is the wavelength, d0 is the reference distance (Typically, d0 ∈ [1, 10] meters for
indoor environments and d0 ∈ (10, 100) meters for outdoors), dk,j,� is the distance (in
meters) from the k-th user of cell j to the base station in cell �. Finally, γ ∈ [2, 8] is the path
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loss exponent which is directly related to the scenario where the wireless communications
take place, and Sk,j,� is the shadowing log-normal distributed random variable with zero

mean and variance 10
σ2

s
10 where σ2

s ∈ [4, 13] for outdoor channels.
We suppose the use of an orthogonal variable spreading factor (OVSF) code to generate

the pilot sequences which are designated to each user through the pilot sequence allocation
hipermatrix Φ ∈ {0, 1}K�×Tp×L whose elements are defined as:

φk,q,� =

{
0 pilot sequence is not allocated
1 pilot sequence is allocated

}
(4)

Moreover, according to [5], the uplink signal to interference plus noise ratio (SINR)
of user k from cell � observed by its base station when the number of antennas grows
indefinitely is:

δBk,� =
βk,�,�

N0 B +
Kj

∑
j �=�
j=1

Kj

∑
k′=1

φk,�φ
T
k′ ,j βk′ ,j,�

(5)

where φk,� is a row from the hipermatrix Φ, i.e., it is a {0, 1}1×Tp array that designates
which pilot sequence is allocated to user k of cell �. Whenever φk,�φ

T
k′ ,j = 1, users k and k′

from cell � and j, respectively, use the same pilot sequence and, therefore, interfere in each
others signal.

Alternative Representation

An alternative to the allocation variable binary representation is to use an integer
representation, i.e., instead of using a binary pilot sequence allocation hipermatrix for the
set of cells, one may use a single integer pilot sequence allocation Θ ∈ {

1, . . . , Tp
}L×K

such that:
θ�,k = x (6)

if the pilot sequence number x ∈ {0, . . . , Tp} is allocated to user k of cell �.
In this representation, we introduce a new function which is responsible to verify if

user k′ from cell j is using the same pilot sequence as user k from cell �. Therefore, consider
F(k, �, k′, j) : ZK×L×K×L → {0, 1} such that:

F(k, �, k′, j) =
{

0, if θ�,k �= θj,k′
1, otherwise

(7)

Furthermore, we may rewrite Equation (5) using (7):

δZk,� =
βk,�,�

N0 B +
Kj

∑
j �=�
j=1

Kj

∑
k′=1

F(k, �, k′, j) βk′ ,j,�

(8)

It is clear from Equations (5) and (8) that we may derive two equivalent optimization
problems which are described in the next section.

3. Optimization Problems

The pilot sequence allocation optimization problem discussed here aims to maxi-
mize the total system spectral efficiency, simultaneously satisfying the constraints of pilot
sequence orthogonality within the same cell as well as the fact that no users should be
assigned different pilot sequences at the same time.

Moreover, it is important to differentiate the two mathematical models of allocation
into two optimization problems: one optimization problem (OP1), as in Equation (9), uses
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the binary allocation matrix representation found in Equation (5) and is mathematically
defined as:

maximize
Φ

J1(Φ) =
L

∑
�=1

K�

∑
k=1

log2

(
1 + δBk,�

)
(9)

subject to
Tp

∑
q=1

φk,q,� ≤ 1, ∀ k and � (10)

K�

∑
k=1

φk,q,�= 1, ∀ q and � (11)

φk,q,� ∈ {0, 1}, ∀ k, q, � (12)

where Equation (10) assures that no more than one pilot sequence is assigned to each user,
while Equation (10) guarantees that each pilot sequence is used by only one user in each cell,
and Equation (12) imposes that the decision variable is binary. Meanwhile, optimization
problem 2 (OP2), as in Equation (13), uses the integer index representation introduced in (8)
and may be described as:

maximize
Θ

J2(Θ) =
L

∑
�=1

K�

∑
k=1

log2

(
δZk,�

)
(13)

subject to θ�,k �= θ�,k′ , ∀ �, k and k′ (14)

θ�,k ∈ {1, . . . , Tp}, ∀ � and k (15)

where Equation (10) assures that the same pilot sequence is used more than one time within
a cell, avoiding intra-cell interference, while Equation (11) assures that only the available
pilot sequences are allocated to each user in the cell. Note that the constraints in OP2 are an
integer adaptation of the same constraints in OP1.

To solve the optimization problem in (9), we use two different metaheuristic ap-
proaches. First, the binary version of the Particle Swarm Optimization (PSO) algorithm is
considered. Later, a binary version of the Genetic Algorithm (GA) is also used to achieve
a centralized pilot sequence allocation. Furthermore, we use the Smallest Position Value
(SPV) technique along the PSO algorithm and Variable Neighbourhood Search (VNS) to
solve the second optimization problem in (13). It is worth noting that although (9) and (13)
have different domains, they represent the same physical problem and the conversion from
one domain to another follows the rule presented by Equation (6).

4. Proposed Solutions

The optimization problems are solved using different methods: binary PSO (BPSO)
and GA to solve (9), while PSO, SPV and VNS are used to solve (13). In this section we
provide a detailed explanation of how these techniques are applied in this context.

4.1. Binary Particle Swarm Optimization

The BPSO was first described by Kennedy and Eberhart [23] and was an adaptation
of the original (continuous) PSO. This algorithm works based on the behaviour of birds
in search of foods, and the each candidate solution is presented as a bird in a flock flying
through the search space (optimization problem domain), and the found represents the
optimal solution. At each algorithm iteration, the velocity of each particle is updated
through the equation:

vi[t + 1] = ω vi[t] + c1 r1 (xi[t]− pi) + c2 r2 (xi[t]− pg) (16)

where ω is the inertia weight, vi is the candidate i velocity, xi is the particle position in
the search space, pi is the best position candidate i has ever been to in terms of fitness
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function, and pg is the best position overall the whole population, i.e., the first keeps an
individual best position record and the latter, a global best position record. The coefficients
c1 and c2 are the cognitive and social acceleration constants, respectively, whilst r1 and r2
are uniformly distributed random numbers in the interval [0, 1].

In a classical PSO algorithm, the next step would be updating each candidate position
using its velocity. However, to implement a binary version, the change in each candidate
dimensions must also be either zero or one. Therefore, a sigmoid function is applied to
each velocity component, and it is equivalent to the probability of changing each bit. In
this paper, we use the following sigmoid function in each dimension vi:

S(vi[t]) =
1

1 + e−vi [t]
(17)

The sigmoid function value is then compared to a random value generated to each
dimension of the candidate xi such that:

xi[t + 1] =
{

1 if r < S(vi[t])
0 otherwise

(18)

where r ∼ U (0, 1), i.e., r is a random variable with uniform distribution over the inter-
val (0, 1).

Although the position possibilities are constrained to {0, 1}, particle velocity may grow
indefinitely. Hence, a maximum velocity constraint may be applied to each dimension, i.e.,:

vi[t + 1] =
{

vmax if vi[t + 1] > vmax
−vmax if vi[t + 1] < −vmax

(19)

Furthermore, since OP1 in (9) is a constrained optimization problem, we present two
alternatives to treat the unfeasible solution candidates. The first is simply discarding the
unfeasible candidates and replacing them with a random feasible one; the second is using a
new fitness function defined as:

J̃1(Φ) =

{ J1(Φ) if feasible
Jmin −P if unfeasible

(20)

where Jmin is the worst feasible solution in the PSO population, and P is the sum of the
constraints in Equations (10) and (11), i.e.,:

P =
L

∑
�=1

K�

∑
k=1

( Tp

∑
q=1

φk,q,� − 1

)
+

L

∑
�=1

Tp

∑
q=1

(
K�

∑
k=1

φk,q,� − 1

)
(21)

Finally, a pseudocode of the BPSO algorithm is presented in Algorithm 1.
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Algorithm 1: BPSO
input : Channel gain Hipermatrix—β

Population Size—N
Max. Number of Iterations—I

output : Pilot Sequence Allocation Hipermatrix Φ

Create N random candidate solutions x1[1], . . . , xN [1];
Evaluate J (x1), . . . , J (xN) acoording to (9);
Start pi for each i = 1, . . . , N and pg = arg max

pi

J (pi);

for i = 1 until I do

for j = 1 until N do

Update xj[i + 1] using Equation (16) up to Equation (19);
Evaluate the new solutions using Equations (20) and (21);
if J (xj[i + 1]) > J (pj) then

pj = xj[i + 1];
end

if J (xj[i + 1]) > J (pg) then

pg = xj[i + 1];
end

end

end

4.2. PSO-Smallest Position Value

To solve the optimization problem (13), we used the Smallest Position Value method
along with the PSO algorithm (PSO–SPV). In the SPV, the value of each problem dimension
is exchanged by the index of the sorted values. In this specific problem, it is equivalent to
the SPV value designating the pilot sequence allocated to each user. The sorting process
which is responsible for swapping the real values for their ordinal ones is performed
separately for each cell in the system. To illustrate the application of the SPV method,
we present Table 1 which relates the value of each PSO particle (Real Value) to the pilot
sequence assignment when four dimensions (users) are accounted for in a single cell.

Table 1. Example of operation of SPV in a single cell, K = 4 users scenario.

Dimension (User) 1 2 3 4
Real value 4.85 −2.15 145 −1.333

SPV (Pilot Sequence) 3 1 4 2

Using an SPV changes the problem domain from a binary scenario to integers values
such that θk,� = x where k is the dimension of the SPV scheme and x is the SPV value, while
� designates the cell of interest.

The PSO is used along with the SPV through the application of Equation (16) and the
update position equation:

xi[t + 1] = xi[t] + vi[t + 1] (22)

It is important to point out that the velocity limits defined by Equation (19) are also
applied to the PSO–SPV solution. Furthermore, from the nature of this approach, it is
unlikely that two users will have the same pilot sequence assigned, or the other way
around, since the sorting process would only place two users in the same position if their
real values are exactly the same. To avoid this situation, in case two dimensions of an
individual present the exact same real value, the tie break is the user index: the smallest
user indexer is sorted as the smallest value. Due to these two facts, the PSO–SPV fitness
function is the objective function presented in (9), which means that the BPSO and PSO–SPV
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use different objective functions although the algorithms objective is the same: maximizing
the system spectral efficiency.

4.3. Variable Neighbourhood Search

Another technique we also used to make the PSO–SPV approach even more robust is
the Variable Neighbourhood Search metaheuristic which is based on the systemic change
of neighborhoods of each possible solution in an attempt to find better solutions near the
PSO candidate solutions.

VNS is applied to the PSO–SPV through an exchange of sequences allocated to user
pairs on the same cell, i.e., users are randomly paired, and their pilot sequences are swapped
whenever VNS is applied at each iteration of the PSO–SPV algorithm. Mathematically for
each pair k′ e k′′ of users:

θk′ ,� = q′ → θk′ ,� = q′′

θk′′ ,� = q′′ → θk′′ ,� = q′ (23)

where q′ and q′′ are the assigned pilot sequences. It is worth noting that when the number
of the users is even, one of the users is left out of the VNS subroutine, and its pilot sequence
remains unchanged.

To avoid a large increase in complexity, this mechanism is not performed for all
individuals of the PSO–SPV population. In fact, we define rvns as the probability of
running VNS for each candidate solution in each one of the PSO–SPV iterations. The best
balance between complexity and solution quality for the rvns parameter is discussed in the
results section.

Finally, the PSO–SPV and PSO–SPV–VNS algorithms are presented in the Algorithm 2.

Algorithm 2: PSO–SPV–VNS
input : Channel gain Hipermatrix—β

Population Size—N
Max. Number of Iterations—I

output : Pilot Sequence Allocation Hipermatrix Θ

Create N random candidate solutions x1[1], . . . , xN [1] in the RK×L space;
Apply SPV to each xi[1] generating the pilot sequence allocation array θi[1];
Evaluate J (θi[1]), . . . , J (θN [1]) according to (13);
Start pi for each i = 1, . . . , N and pg = arg max

pi

J (pi);

for i = 1 until I do

for j = 1 until N do

Update xj[i + 1] using Equations (16), (19) and (22);
Apply SPV to each xi[t + 1] generating the pilot sequence allocation array

θi[i + 1];
if rand() < rvns then

Randomly pair users and performe VNS through (23);
end

if J (θj[i + 1]) > J (pj) then

pj = θj[i + 1];
end

if J (θj[i + 1]) > J (pg) then

pg = θj[i + 1];
end

end

end
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4.4. Genetic Algorithm

GA is an evolutionary computation method created by John H. Holland [24], wherein
the algorithm simulates the theory of evolution by Charles Darwin.

The process consists of taking a population of individuals which are composed of
chromosomes and applying different genetic operations to the individuals chromosomes,
combining them while aiming to improve some fitness function. At each iteration of the
algorithm, called a generation, individuals pair up to create descendants creating a new
generation. During this process, the chromosomes, which can represent a position in the
problem domain, may suffer mutation, while the individuals derived from their parents are
created from a crossover operation. At each generation, only the best suitable individuals
survive and transmit their genes to the next generation.

To further specify how the GA is applied to the optimization problem, we define the
fitness function as the function J in (9). In addition, the GA will have three operators: a
proportional fitness selection to define the parents for each new individual, the crossover
operator and the the mutation operator.

The first step in each iteration is to select the parents for the next generation. Here
we apply a fitness proportional selection, i.e., the probability of each individual i at some
generation t to be selected as a parent is proportional to J (xi[t]). Mathematically, the
probability of i being selected as a parent is defined as:

Pr(Φi) =
J (Φi)

N
∑

j=1
J (Φj)

(24)

The crossover operator is responsible for combining the parent’s chromosomes and
generating the children’s ones. To do this and simultaneously satisfy the constraints in
Equations (10)–(12), we propose the use of a one-point crossover. To understand how the
crossover operation is carried out, we first revisit the pilot sequence allocation hypermatrix
which is a K × Tp × L hypermatrix. Moreover, the crossover point is set at one of the cells
and is defined as �′. Hence, the first child is made of the individual allocation matrices from
both parents: from cell 1 to �′, the matrices are from the first parent and from cell �′ + 1
to L from the second parent. Its sibling is the mirror of that, i.e., the first parent passes
the matrices from �′ + 1 to L, while the second parent the matrices from 1 to �. We define
�′ =  L/2!.

The choice of this technique among the many others in the literature is involved
in creating children to AG where they did not respect all the constraints of the problem
domain. For this reason, the one-point crossover utilized granted that all children generated
of crossing fathers are on the feasible solution for the problem.

To preserve the best solution throughout the generations if all the descendants at a
given generation are worse than the best individual so far, we replace the worst individual
of that generation with the best solution from the previous generation.

Finally, the mutation of an individual is carried out in a way that also satisfies the
constraints in Equations (10)–(12). Without the loss of generality, let K = Tp be even. The
first step of the mutation operator is to generate a random permutation of the numbers
from one to K for each cell �. Let p� = [p1, . . . , pK] be that permutation, the first half of the
permutation p�, i.e., from p1 to p K

2
, is paired up element-wise with the second half, that

is p K
2 +1 to pK. Finally, we perform operations in the child hypermatrix such that for each

cell’s permutation the users defined by the number in each half permutation swap their
pilot sequence. It is worth noting that mutation does not happen for every individual since
there is a mutation rate Tm ∈ (0, 1) which defines the probability of a mutation occurring
in each member of a population.

These three operations happen at each iteration of the GA and are repeated until the
maximum number of generations is achieved. The pseudocode for the adapted binary GA
is presented in Algorithm 3.
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Algorithm 3: Binary Genetic Algorithm
input : Max number of generations—Gmax, Mutation ratio—Tm

Channel gain hypermatrix—β, Population size—N
output :

Hypermatrix of allocated pilot sequences—Φ

Create N candidate solutions x1[1], . . . , xN [1];
for t = 1 until Gmax do

for n = 1 until N/2 do

Select two parents xi[t] and xj[t] using proportional selection;
Perform the crossover operation generating xi[t + 1] and xj[t + 1];
if rand(0, 1) > Tm then

Perform the mutation operation;
end

end

Evaluate J (xn[t + 1]) for all x;
if � n such that J (xn[t + 1]) > max(J (x[t])) then

Preserve the best solution from the generation t replacing the worst
solution in t + 1:;

min
n

(J (xn[t + 1])) = max
n

(J (xn[t])) ;

end

end

The literature has other candidate solutions for use, but this problem as described
in Section 2 is a combinatorial optimization problem. In a general way, the methods
utilized are mathematically complex and in binary or integer scenarios. Considering all the
constraints introduced, the approach in the literature is not easy to adapt.

5. Simulations Results

We verify the applicability of the techniques presented in this manuscript to the
pilot sequence assignment problem, as well as the impact of using them in terms of user
SINR, system spectral efficiency and minimum and maximum user spectral efficiency.
We developed a MATLAB script to create a dataset and made it public at github.com/
evertonalex/utfpr-ppgi-pilotcontamination, accessed on 12 May 2022.

We consider a seven hexagonal cell cluster geographically disposed such as presented
in Figure 1. Each user in the cell is randomly positioned. However, to establish some
physical limits, user positions can only be integers numbers pairs and must be contained
within the limits of the hexagon, i.e., let (x, y) ∈ Z2 be some user position related to its
base station which is fixed at the origin, x, y ∼ U{1, R}, and the following conditions are
also met:

1. |x| ≤ R

2. |y| ≤
√

3
2 R

3.
√

3
2 |x|+ |y| ≥

√
3

2 R
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Figure 1. Base stations, users and cells geographic disposition in our simulation scenario. User
positions were randomly generated.

After their positions are randomly generated with respect to the origin, each user
position is translated to their cell position. Moreover, this process replaces any users that
overlap the same position with a new random one. Table 2 shows the parameters used in
the aforementioned scenario.

Table 2. System parameters used in the computational simulations.

Parameter Adopted Value(s)

Number of Cells (L) 7
Number of Users per Cell (K) {20, 40, 60}

Cell Radius (R) {100, 250, 500, 1000} (m)
Wavelength (λ) 8.56 (cm)

Reference Distance (d0) 10 (m)
Path Loss Exponent (γ) {6, 2}

Shadowing Variance (σ2
s ) {6, 10} (dB)

Channel Bandwidth (B) 20 (MHz)
Transmission frequency 3.5 GHz

Dataset instances 1000 per set of parameters

5.1. Heuristic Parameters Optimization

At this point, when the performance results are combined with the execution time
results, such as observed in Figure 2 and 3, more iterations do not represent a more
significant increase in performance. Hence, the best approach is to use as few iterations as
possible in each of the algorithms due to the high cost and low increase in performance. All
the simulations use the optimal parameters for each heuristic, and the number of iterations
is set to 50.
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Figure 2. Spectral efficiency average by iterations.
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Figure 3. Time to complete the execution of a single instance in the dataset by each algorithm. We
used a Google Cloud solution with 32 virtual CPUs, 32GB of RAM, running MATLAB on Ubuntu 20.

Since each heuristic has its own set of parameters which may impact the overall
performance, we investigated the algorithms performance in the following scenario: K = 20
users and R = 1000 m. The findings, for each heuristic, are presented in Table 3. The values
which result in the best performance are marked in bold type.
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Table 3. Set of tested heuristic parameters. The parameters in bold are the ones which resulted in the
best system spectral efficiency.

BPSO Parameters Tested Value(s)

Inertia (ω) {0.1, 0.25, 0.5}
Max. Velocity (vmax) {1, 2, 3}

Coefficient (c1, c2) {(1, 1), (2, 2), (3, 3)}
Max. # of Iterations (I) {50, 100, 200}

Population Size (N) 2 × K

SPV(G)-PSO Parameters Tested Value(s)

Variable neighborhood search (VNS) {0.15, 0.30, 0.60}
Max. # of Iterations (I) {50, 100, 200}

Population Size (N) 2 × K

GA Parameters Tested Value(s)

Mutation Rate (Tm) {0.25, 0.50, 0.75}
Max. # of Generations (Gmax) {50, 100, 200}

Population Size (N) 2 × K

It is worth noting that although we tested different parameters for each heuristic, the
results in terms of system spectral efficiency are where all are within a less than 1% margin
from each other. For instance, the increment in the results for GA when Gmax goes from 100
to 200 is around 0.0019%. Additionally, the increment from using a 0.5 mutation rate to a
0.75 is around 0.0067%. In both cases, the difference means less than a bit per second per
Hertz, which mean they are irrelevant system-wise.

This pattern is also observed in the BPSO, SPV–PSO and SPVG–PSO (with or without
VNS) results. The difference between the parameters is within the margin of error for the
dataset size used in our work.

Since the difference between the algorithms performance in terms of average SE is
marginal, we further analyzed the minimal spectral efficiency case. The argument here is
that increasing the minimal SE may result in a reduction in terms of outage probability.

Thus, Table 4 presents the minimal SE for different combinations of maximum number
of iterations and for each algorithm. It is worth noting that only the optimal heuristic
parameters were used in this simulation. Furthermore, it is clear that the tested heuristics
are divided into two groups when we compare their performance: the low performing
group includes RA, BPSO and GA while the high performing group is composed of SPV–
PSO, SPV–VNS–PSO, SPVG–PSO and SPVG–VNS–PSO.

Table 4. Minimal spectral efficiency (in bps/Hz) using the optimal parameters for each heuristic
(ω = 0.25, vmax = 2, VNS = 0.30, Tm = 0.50 and K = 20).

Algorithm
Max. # of Iterations (I)

50 100 200

RA 7.56 × 10−5 7.56 × 10−5 7.56 × 10−5

BPSO 7.56 × 10−5 7.56 × 10−5 7.56 × 10−5

GA 7.56 × 10−5 7.56 × 10−5 7.56 × 10−5

SPV PSO 1.4143 1.4329 1.4246
SPV VNS PSO 1.3762 1.3364 1.3239

SPVG PSO 1.3897 1.3794 1.3956
SPVG VNS PSO 1.3191 1.3419 1.2982

Besides the aforementioned fact, one can also imply that the average variation in
performance among all algorithms in the high performance bracket when the number of
iterations is increased from 50 to 100 is less than 2%. Additionally, even though Table 4
shows that RA, BPSO and GA had the same performance despite the change in the number
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of iterations, the average difference in performance was in the order of 0.0013% when the
number of iterations rise from 50 to 100.

Finally, as it is commonplace, increasing the number of iterations directly impacts the
computational time of all the algorithms but RA. Hence, we present Figure 3 which shows
the average time needed to compute the solution.

At this point, it is clear when the performance results are combined with the execution
time results that the best approach is to use as few iterations as possible in each of the
algorithms due to the high cost and low increase in performance. From now on, all the
simulations use the optimal parameters for each heuristic, and the number of iterations is
set to 50.

As one may observe, each algorithm has a set of parameters that need to be adapted
to the discussed problem. In order to find the best parameters, we considered a macro-cell
scenario scenario with K = 20 users per cell of R = 1000 m in radius and a maximum
number of iterations I = 50 to all heuristics.

For the PSO-based algorithms, we first analyzed the inertia coefficient ω. Figure 4
shows the results which demonstrate that ω = 0.25 is the best configuration for both
BPSO and SPVG–PSO, while ω = 0.1 is the best option for SPV–PSO. Even though the
performance differences of the tested parameters values are marginal, the best values were
used to evaluate other aspects of the proposed solutions.

9 9.005 9.01 9.015 9.02 9.025 9.03 9.035 9.04

BPSO

SPV PSO

SPVG PSO

Inertia 0.1
Inertia 0.25
Inertia 0.50

Figure 4. Results of tests to find the better parameter to inertia (K = 20, R = 1000 m and vmax = 1).

The second parameter tested in the PSO-based algorithms was the maximum velocity
(vmax). Values from one to four were used, and the best results were different for each
algorithm: vmax = 4 for the BPSO, vmax = 3 to SPV–PSO and vmax = 2 to SPVG–PSO.
The tests results are shown in Figure 5. As it was observed with the inertia coefficient,
the increment in system performance were less than 0.1% when compared to the random
allocation process.
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Vmax 2
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Figure 5. Result of tests to find the better parameter to vmax (K = 20, R = 1000 m and (ω) = 0.25).

The third and forth parameters tested were the local and global solution weights (c1
and c2). These parameters are not found in the SPVGs variants, so they were only tested
for BPSO and SPV–PSO.

All the previous analysis considered that c1 = c2 = 1, so we compared the results with
those solutions. Increasing the local solution weight c1 = 2 and maintaining the global
weight c2 = 1 downgrades the BPSO performance in 0, 001%, while increasing the SPV–
PSO performance in 0.02%. Further increasing the local solution c1 = 5 and c2 = 1 made
the BPSO algorithm’s performance around 0.004% higher than the baseline (c1 = c2 = 1),
while an increase of 0.03% was found for the SPV–PSO when compared to the baseline.
Finally, changing the parameters to c1 = 1 and c2 = 5 increased the BPSO performance in
0.005% while decreased the SPV–PSO performance in 0.02%

This test showed that c1 and c2 values are not significant in terms of performance since
their impact are in the one thousandth of a bit/s/Hz mark.

The last PSO-based parameters optimization was the VNS rate. We tested four different
configurations, and the results are presented in Figure 6. They demonstrate that a rate of
0.9 is the best configuration for both SPV–PSO–VNS and SPVG–PSO–VNS.

Finally, the GA algorithm parameter was tested. Figure 7 shows the GA’s performance
for different mutation rates, and the Tm = 0.9 was found to be the best parameter value.
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Figure 6. Results of tests to find the better parameters to VNS (K = 20, R = 1000 m, (ω) = 0.25 and
vmax = 1).
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Figure 7. Results of tests to find the better parameters to Tm (K = 20, R = 1000 m).

5.2. Cell Size Impact on Performance

We conducted an analysis of the impact of cell size on all of the algorithms performance.
We set up a scenario with K = 20 users per cell and the maximum number of iterations
per algorithm to 50. To evaluate performance, Figure 8 shows the cumulative distribution
function using our dataset.

As one may see, the impact of cell size on the CDF is really marginal, which may
indicate that the system is not interference bounded. This is corroborated with two facts.
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No intracell interference exists due to the orthogonality of the pilot sequences within a cell.
The path-loss and shadowing effects deteriorate the interfering signals from other cells.
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Figure 8. Empirical CDF for different cell sizes with K = 20 users, Gmax = 50 generations and
I = 50 iterations.

Although the optimization problem aims to maximize the system spectral efficiency,
we analysed the minimum spectral efficiency among all users in the system which may
be seen as a fairness measure in the system. Table 5 presents the numerical values of
the average lowest spectral efficiency in the system considering the 1000 instances in the
dataset. The difference between the results for the RA, BPSO and GA algorithms were
marginal, so they are listed in the same column.

An important remark to make here is: for a cell with a 100 m radius, the SPV–PSO has
an average lowest spectral efficiency 1.7% higher than the RA, BPSO and GA algorithms.

Table 5. Minimum spectral efficiency per user in different cell sizes. The best value for each algorithm
is marked in bold type.

Parameters

Minimum Spectral Efficiency per User (in bps/Hz)

BPSO/GA
SPV–PSO SPVG–PSO

w/o VNS with VNS w/o VNS with VNS

K = 20, R = 1 Km 7.56 ×10−5 1.4143 1.3762 1.3897 1.3191
K = 20, R = 500 m 7.85 ×10−5 1.4233 1.402 1.4093 1.3561
K = 20, R = 250 m 7.90 ×10−5 1.4142 1.3858 1.3782 1.3873

K = 20, R = 100 m 8.03 ×10−5 1.4414 1.3605 1.3986 1.3424

In relation to the average maximum spectral efficiency, the results are presented in
Table 6. It is clear that RA, BPSO and GA algorithms have a worse performance than the
other ones. In fact, the average maximum spectral efficiency more than doubles when the
same cell radius is compared.
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Finally, in terms of cell size, it is clear that for all the results presented here, the impact
in terms of CDF, average maximum and minimum spectral efficiency is marginal which
corroborates the argument that the system is not interference bounded.

Table 6. Maximum spectral efficiency per user in different cell sizes. The best value for each algorithm
is are marked in bold type.

Parameters

Maximum Spectral Efficiency per User (in bps/Hz)

BPSO/GA
SPV–PSO SPVG–PSO

w/o VNS with VNS w/o VNS with VNS

K = 20, R = 1 Km 13.4015 29.3362 29.3362 29.3378 29.3515
K = 20, R = 500 m 12.9367 28.8354 28.9150 28.8825 28.9445
K = 20, R = 250 m 12.7704 28.7173 28.8393 28.7896 28.7380
K = 20, R = 100 m 13.1714 29.0950 29.0974 29.1499 29.2260

5.3. System Loading Impact on Performance

Figure 9 describes the empirical CDFs for different system loading scenarios: K = 20,
K = 40 and K = 60. These values represent three system loading scenarios which represent
low, medium and high user density. The main objective here is to determine whether the
higher density of users in the system implies more interference among them.

It is evident that RA, BPSOand GA suffer an impact in performance as the system
loading increases for the same cell size. However, that significant difference in performance
is not observed for the other algorithms, meaning that they can handle user density better
than the former three algorithms. Numerically, there is an 11 dB CDF shift from K = 20
users to K = 40 and a 7 dB shift from K = 40 to K = 60. Meanwhile, the performance
difference between K = 20 and K = 60 is less than a 0.1 dB shift.
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Figure 9. Empirical CDF for K = 20, K = 40 and K = 60 users in an R = 1000 m cell size scenario
with the maximum number for iterations set to 50 for all algorithms.

531



Appl. Sci. 2022, 12, 5117

6. Conclusions

This work presented six different heuristics to solve the pilot sequence allocation
problem in Massive MIMO systems. We optimized the heuristics parameters to achieve the
best performance in the discussed problem while still considering the computational time
constraints inherent to the problem’s nature.

We analyzed the impact of different scenario configurations on the performances of
the algorithms. The cell size impact analysis offered clear conclusions that the system is not
interference bounded and that the performance of SPV–PSO and all its derivations have far
better performance in terms of system spectral efficiency, as well as average maximum and
minimum spectral efficiency when compared to the RA, BPSO and GA solutions.

We further investigated the impact of system loading and found that RA, BPSO and
GA solutions are directly affected by user density, while the other algorithms presented
a more robust performance. We found that average minimum spectral efficiency may be
increased in up to 1.7 million % when compared from RA, BPSO and GA solutions to a
SPV–PSO-based one during the described investigations.

Finally, it is important to point out that SPV–PSO with ω = 0.1, vmax = 3, c1 = 5 and
c = 1 achieved the best results for the R = 1000 m and K = 20 users scenario.

7. Future Works

Future works include testing and comparing more different approaches to solve this
problem such as: micro GAs, Differential Evolution, such as in [25], other versions of the
PSO, as in [26,27], greed search algorithms, supervised learning with the Convolutional
Neural network (CNN) and Multilayer Perceptron (MLP) as well as further investigating
at which cell size or path-loss configurations the system becomes interference bounded.
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Featured Application: Adaptation of Whale Optimization Algorithm (WOA) for optimum design

of TMDs. Seismic performance is assessed using real accelerograms and an irregular case study.

Effective, fast, and reliable methodology comparing to others in the literature. Practical design

recommendations are provided.

Abstract: This paper introduces a novel methodology for the optimum design of linear tuned mass
dampers (TMDs) to improve the seismic safety of structures through a novel Whale Optimization
Algorithm (WOA). The algorithm is aimed to reduce the maximum horizontal peak displacement
of the structure, and the root mean square (RMS) response of displacements as well. Furthermore,
four additional objective functions, derived from multiple weighted linear combinations of the two
previously mentioned parameters, are also studied in order to obtain the most efficient TMD design
configuration. The differential evolution method (DEM), whose effectiveness has been previously
demonstrated for TMD applications, and an exhaustive search (ES) process, with precision to two
decimal positions, are used to compare and validate the results computed through WOA. Then,
the proposed methodology is applied to a 32-story case-study derived from an actual building,
and multiple ground acceleration time histories are considered to assess its seismic performance
in the linear-elastic range. The numerical results show that the proposed methodology based on
WOA is effective in finding the optimal TMD design configuration under earthquake loads. Finally,
practical design recommendations are provided for TMDs, and the robustness of the optimization is
demonstrated.

Keywords: tuned mass dampers; whale optimization algorithm; differential evolution method;
optimal design; earthquake loads

1. Introduction

Structural control systems have turned into a standard technology to improve the
dynamic response of civil engineering structures subjected to dynamic actions, such as
wind forces or earthquake loads [1]. These control systems can be classified into four
major groups: passive, active, hybrid, and semiactive controllers. Passive systems are
widely accepted by the engineering community because of their mechanical simplicity,
low power requirements, and controllable force capacity [2]. Among passive systems, one
of the most commonly used and tested devices throughout the years has been the tuned
mass damper (TMD). This system consists of attaching an additional mass linked to the
main structure using a spring and a viscous damper, which is optimally tuned to one of
the fundamental vibration frequencies of the system in order to transfer energy among the
vibrating modes by making the structure more flexible [3]. The original TMD formulation
was first proposed by Frahm in [4] as a vibration absorber with no damping to control
periodic resonance vibrations. Subsequently, Ormondroyd and Den Hartog [5] developed
the theory of vibration absorbers, including viscous damping to the system to be effective
under different frequencies of random vibrations. Conventional tuning methodologies
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have been proposed thereafter, considering the harmonic loads, and random stationary
and nonstationary white noise processes for single degree of freedom systems [6–9].

The first full-scale implementations of TMDs were aimed to control dynamic dis-
placements caused by wind-induced vibrations. In that sense, TMDs have been deployed
in several structures around the world, including the Centre Point Tower in Sydney, the
Citicorp Center in New York, the Chiba Port Tower in Japan, the CN Tower in Canada,
and, more recently, the Taipei 101 tower in Taiwan [10,11]. Several variations based
on the conventional TMD formulation have been studied and applied thereafter, in-
cluding pendulum-tuned mass dampers (PTMD) [12–14], tuned liquid column dampers
(TLCD) [15–17], bidirectional TMDs [18] and hybrid, semi-active, and active TMDs [19–21].
However, some early investigations concluded that TMDs were not effective in reducing
the response of buildings subjected to seismic excitation [22,23], which was due to two
principal reasons. First, the limitations associated with the amount of mass added to the
structural system, and, more importantly, that conventional TMDs can suppress effectively
a single vibration mode. Instead, wide-band multi-modal damping can be achieved by
complex systems, such as nonlinear TMDs [24,25], multiple positioned TMDs [26], or the
amplification of the inertial mass in conventional TMDs using inerter devices (TMDIs) [27–29].

In spite of this, since the early 2000s, some researchers have proved the effectiveness of
numerical iterative methods in the tuning of linear mass dampers for seismic applications.
Classic techniques have been used for that purpose, such as minimax optimization [30],
response surface methodology [31], and nonlinear gradient-based optimization [32]. More-
over, conventional population-based metaheuristics and evolutionary algorithms have been
used to improve the computational efficiency in the tuning procedure; among them, particle
swarm optimization [33,34]. harmony search [35–40], ant colony [41,42], flower pollination
algorithm [43–45], bat algorithm [46], cuckoo search [47], genetic algorithms [48–50], and,
more recently, chaotic optimization [51]. Furthermore, various of these investigations
have included the effects of dynamic soil–structure interaction (SSI) [52–55]. Even though
the tuning of linear TMDs on single degree of freedom systems is a very well addressed
problem in the literature, most of these works were based on the assumption that closed-
form expressions, like those presented in [6–9], are not valid for multi-degree of freedom
systems subjected to actual seismic loads. On the contrary, the usage of metaheuristic
techniques or evolutionary algorithms allows the best-fit design variables for linear TMDs
to be determined, using actual accelerograms as input excitations.

In that sense, this study introduces a novel methodology for the optimal design of
passive TMDs located at upper levels of high-rise buildings to improve the seismic safety
of structures based on the Whale Optimization Algorithm (WOA) [56]. The algorithm is
modified to reduce the maximum horizontal peak displacement of the structure, and the
root mean square (RMS) response of displacements as well. Moreover, four additional
objective functions, derived from multiple weighted linear combinations of these parame-
ters, are also studied in order to obtain the most efficient TMD design configuration. The
results from the WOA optimization are compared with the differential evolution method
(DEM) [57], whose effectiveness has been demonstrated extensively for TMDs and TMDIs
seismic applications in previous works [58,59], and an exhaustive search (ES) process with
precision to two decimal positions. Then, the proposed methodology is applied to a 32-
story case-study derived from an actual building structure, and various accelerograms of
recorder earthquakes are considered to assess its seismic performance in the linear-elastic
range. The results of the study show a large enhancement in the dynamic response of the
building controlled by the WOA designed TMDs, achieving reductions in the maximum
floor displacements of up to 43%. Finally, an attempt to establish a single set of design
parameters for TMDs based on the methodology proposed by Fallah and Zamiri [60] is
implemented to verify the robustness of the optimization.
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2. Equations of Motion of n-DOF Building Structures Controlled via TMDs for
Seismic Applications

The equations of motion that govern the behavior of the n-DOF structural system
equipped with a TMD located at the top floor of the building are deduced from the scheme
depicted in Figure 1. The displacement at each story-level is represented by xi, while the
stiffness, damping, and mass coefficients of each story-level of the building are defined as ki,
ci, and mi, respectively. Besides, the TMD action is introduced as an extra DOF represented
by xd, while the stiffness, damping, and mass parameters are identified as kd, cd, and md,
respectively.

Figure 1. n-DOF system controlled via TMDs for seismic applications.

Subsequently, the structural system controlled via TMD can be modeled as a set of n +
1 degrees of freedom, whose equation of motion can be expressed as:

M
..
x(t)+C

.
x(t)+Kx(t)=−M1

..
xg(t) (1)

where, x(t), ẋ(t), and ẍ(t) are the n + 1-order vectors of displacement, velocity, and accelera-
tion of the system; 1 is a unit vector, and ẍgg(t) denotes the ground acceleration over time.
On the other hand, the matrices M, C, and K represent the mass, damping, and stiffness
matrices of the system, which can be expressed as:

M =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

m1 0 0 0 · · · · · · 0
0 m2 0 0 · · · · · · 0
0 0 m3 0 · · · · · · 0
...

...
...

. . . · · · · · · ...
...

...
...

... mn−1 0 0
...

...
...

... 0 mn 0
0 0 · · · · · · 0 0 md

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2)
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C =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

c1 + c2 −c2 0 0 · · · · · · 0
−c2 c2 + c3 −c3 0 · · · · · · 0

0 −c3 c3 + c4 −c4 · · · · · · 0
...

...
...

. . . · · · · · · ...
...

...
... −cn−1 cn−1 + cn −cn 0

...
...

... 0 −cn cn + cd −cd
0 0 · · · 0 0 −cd cd

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3)

K =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

k1 + k2 −k2 0 0 · · · · · · 0
−k2 k2 + k3 −k3 0 · · · · · · 0

0 −k3 k3 + k4 −k4 · · · · · · 0
...

...
...

. . . · · · · · · ...
...

...
... −kn−1 kn−1 + kn −kn 0

...
...

... 0 −kn kn + kd −kd
0 0 · · · 0 0 −kd kd

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4)

It should be noted that matrices (2) to (4) are idealized as tridiagonal stiffness matrices
typical of shear frame structures. Nevertheless, the main purpose of these mathematical
expressions is to illustrate the inclusion of the TMD effect on a linear structural system
with n horizontal degrees of freedom, and, therefore, it can be extended to other structural
models such as 2-dimensional frames derived from actual building numerical models
with a static condensation applied to all other vertical and rotational degrees of freedom.
Now, the equation of motion of the system is modified to a space–state representation
to determine the dynamic response of the linear system. Hence, the state vector z(t) is
introduced as:

z(t) =
{

x(t)
.
x(t)

}
(5)

The above-mentioned vector involves the displacements and velocities of the con-
trolled system. By deploying Equation (1), the state–space representation of the structural
system controlled by TMD can be written as:{ .

x(t)
..
x(t)

}
=

[
0 I

−M−1K −M−1C

][
x(t)
.
x(t)

]
+

[
0

M−1

]
· − M1

..
xg(t) (6)

where 0 and I denote a zero matrix and an identity matrix, respectively. Subsequently,
Equation (6) is rewritten as:

.
z(t) = Az(t) + B · −M1

..
xg(t) (7)

where A represents the transition state matrix, and B the location adjustment matrix of the
external excitation in the structural system:

A =

[
0 I

−M−1K −M−1C

]
(8)

B =

[
0

M−1

]
(9)

Taking inspiration from the tuning process of TMDs on single degree of freedom sys-
tems, and to simplify the optimization process, the kd and cd parameters can be rewritten as:

kd = ωs
2 f 2md (10)

cd = 2ζd f ωsmd (11)
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with ωs as the natural frequency of the structural system and f and ζd as the dimensionless
frequency and damping ratios to be optimized. The reference value ωs will be assumed
in this investigation as the corresponding frequency to the first vibration mode of the
structure. Nevertheless, this is just an assumption to reduce significantly the search domain
of the variables kd and cd since the optimization problem is focused on the tuning problem
for TMDs on multi-degree-of-freedom systems.

3. Whale Optimization Algorithm

The Whale Optimization Algorithm (WOA) is a swarm-based metaheuristic recently
proposed by Mirjalili and Lewis in [56], who developed the algorithm by taking inspiration
from the bubble-net hunting strategy typically employed by humpback whales. In the last
few years, other researchers have applied multiple modifications to the algorithm in order
to solve various engineering optimization problems. For instance, Kaveh and Ghazaan [61]
studied the sizing optimization of skeletal structures, Chen et al. [62] solved bar truss
design and I-beam design problems, and Azizi et al. [63] optimized a fuzzy controller for
seismically excited nonlinear structures.

WOA strategy first defines a population of whales and evaluates a set of random
solutions according to both the position of each whale and a certain objective function. By
comparing the primary random solutions, WOA selects an initial best search agent. In each
iteration, whales update their position with respect to either a randomly chosen search
agent or the best solution obtained so far. Then, the new positions are calculated according
to Equations (12) and (13):

Δ = |Γ · X∗(w)− X(w)| (12)

X(w + 1) = X∗(w)− Ψ·Δ (13)

where w is the current whale generation, and X* is the updated position vector of the best
solution. In addition, the coefficient vectors Ψ and Γ are calculated as follows:

Ψ = 2a·r − a (14)

Γ = 2r (15)

with r as a random value in the domain (0, 1). Besides, a denotes a sequentially decreas-
ing number from 2 to 0 as whales generation w increases, to provide exploration and
exploitation.

According to Mirjalili and Lewis [56], a random search agent is chosen when |Ψ| ≥ 1,
while the best solution is selected when |Ψ| < 1 for updating the position of the search
agents. The bubble-net feeding behavior of humpback whales serves as an inspiration to
update the position of the search agents. It is assumed that there is the same probability of
selecting between either a shrinking encircling mechanism or a spiral model, to improve
the position of the search agents during the optimization procedure and get closer to the
optimal solution. This concept is mathematically formulated as:

X(w + 1) =
{

X∗(w)− Ψ · Δ if p < 0.5
Δ′·ebl · cos(2πl) + X∗(w) if p ≥ 0.5

(16)

where b is a constant that defines the shape of the logarithmic spiral; l is a random number
in the space (−1, 1); p is a random probability in (0, 1). In the adaptation of the algorithm,
the constant b was set to 1 following the recommendations provided in [61–63]. On the
other hand, the l and p parameters are chosen randomly in their respective domain for
every generation w, in order to avoid convergence at local minimums and to improve the
efficiency of the algorithm. Finally, Δ′ defines the distance of the ith whale to the best
solution obtained so far, which could be calculated as:

Δ′ = |X∗(w)− X(w)| (17)
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Six objective functions are proposed in the optimization process to diminish the dy-
namic response of the structure when it is subjected to seismic excitations. These functions
are associated with the reduction of the maximum horizontal peak of displacement of
the structure, and the reduction of the root mean square (RMS) values of displacements.
Certainly, there are other critical parameters to be analyzed in a robust structural design,
such as inter-story drifts and peak floor accelerations, which are closely related to structural
damage. Nevertheless, the criteria for selecting the horizontal peak displacements and RMS
values of displacements as critical parameters in the tuning procedure responds to two
principal reasons. Firstly, the reduction of absolute displacements in the objective functions
contributes directly to diminishing the inter-story drift values and, more importantly, the
main objective of this research is to propose a novel tuning methodology based on WOA,
as well as proving its efficiency over other optimization techniques [30–55]. Moreover, the
usage of multiple functions aims to determine which of these objective functions is more
efficient, based on the evaluation and comparison on the decrease in the response of both
previously mentioned parameters.

In that sense, the objective functions OA1 and OA2 correspond to the reduction of the
maximum horizontal peak displacement in the entire structure, and the decrease in the
RMS values of displacements, respectively:

OA1 = min(max(|xn|)) for xn = [x1, x2, . . . , xn] (18)

OA2 = min(max(RMS(xn))) for xn = [x1, x2, . . . , xn] (19)

Regarding the remaining four objective functions, these are defined as a variable
weighted linear combination of the relationships between the above-mentioned parameters
in Equations (18) and (19). These functions are defined as J1, J2, J3, and J4, and are described
through expression (20):

Ji = min
(
(i ∗ 0.2)

max(|xn|)
max (|x∗

n|)
+ (1 − (i ∗ 0.2))

max(RMS(xn))

max (RMS(x∗
n))

)
for i = 1 : 4 and xn = [x1, x2, . . . , xn] (20)

where x∗
n. denotes the uncontrolled response of the structure at the n degree of

freedom of the structure, introduced to normalize the values of Ji function. Different from
OA1 and OA2 functions, in which absolute values can be used to analyze the numerical
results computed from the optimization process, the function Ji combines horizontal
peak displacements and RMS values of displacements which are commonly different
in magnitude. Hence, both values must be normalized to be properly weighted and
combined thereafter.

The TMD tuning procedure in multi-degree of freedom systems is a two-dimensional
optimization problem focused on finding the optimal kd and cd values for a fixed mass ratio
(μ). As mentioned in Section 2, the optimization process is simplified by the inclusion of
Equations (10) and (11). Hence, WOA is programed to find the optimal f and ζd values in
the domain:

0.50 ≤ f ≤ 2.00 (21)

0 ≤ ζd ≤ 0.50 (22)

The bounds in the search domain were defined according to practical recommen-
dations that were taken from [30–55]. The flowchart in Figure 2 summarizes the WOA
procedure.
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Figure 2. Description of the WOA procedure.

4. Numerical Example

In this section, the proposed methodology is applied to a 32-story case-study derived
from an actual building in Medellin city, Colombia. The structure has a total elevation of
97 m, and the lateral force-resisting system consists of resistant moment frames. Besides, the
structure has an irregular L-shape configuration in-plan, which makes it more vulnerable
to seismic damage. The resulting mass, and stiffness matrix are 32 × 32 size, obtained
by assuming in-plane infinitely rigid floor diaphragms and applying static condensation
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on the remaining vertical and rotational degrees of freedom. A complete characterization
of the case-study can be found in the work presented by Caicedo et al. in [59]. Once the
design parameters computed through WOA have been compared with the differential
evolution method (DEM) and an exhaustive search (ES), the structural system is subjected
to the action of the ground acceleration records used in the optimization process to assess
its seismic performance by considering only the linear-elastic behavior of the structure.
Then, the methodology proposed by Fallah and Zamiri [60] is adopted, in which, through
a weighting procedure, a unique set of tuning parameters for a fixed μ value is proposed
to verify the robustness of the design under different records than those used in the
optimization process.

4.1. Benchmark Records

Four widely known accelerograms in the literature of recorded earthquakes were
downloaded from the Pacific Earthquake Engineering Research (PEER) Centre database [64]
to simulate the seismic action in the optimization process. The four records are labeled and
described in Table 1.

Table 1. Characterization of the benchmark records.

Record Event Name Station Component PGA [g] Duration [s]

1 El Centro El Centro S00E 0.35 53.73
2 Kobe Takatori 000 (CUE) 0.61 30.03
3 Loma Prieta Capitolia 90 DEG 0.40 39.98
4 Northridge Rinaldi S49W 0.84 14.97

The four accelerograms listed in Table 1 correspond to historical ground motions
from different locations and, certainly, all four records present very different dynamic
characteristics. Moreover, it is impossible to know a priori future ground motions that
will affect the structural system. Therefore, it should be clarified that the intention of this
research is not to reproduce a realistic tuning process for TMDs subjected to earthquake
loads; on the contrary, and as with other recently proposed methodologies [44–46,51,58,59],
this paper’s purpose is to prove the efficiency of the WOA to find the best-fit design
variables for TMDs to improve the dynamic response of multi-story structures using actual
accelerograms as input excitations, and examine extensively the dynamic behavior of the
structure under the action of such accelerograms.

4.2. Calibration of the Algorithm

The main challenge of adapting the WOA methodology is to find a balance between
the algorithm performance and the processing time. In that sense, multiple numerical
simulations were carried out for the case study, using the objective function J1 and the
Kobe excitation. Alternatives of 10, 30, 50, 100, 200, and 500 whales combined with 5, 10,
30, and 50 iterations were considered. Figure 3 depicts the performance index (PI), defined
as the ratio between the maximum controlled and uncontrolled response of the system,
and the processing time for every simulation.
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Figure 3. Calibration process of the optimization algorithm.

Furthermore, Table 2 reports the design parameters calculated for each alternative, as
a complement to the information detailed in Figure 3.

Table 2. Complementary information on the calibration process.

Generations
Number of

Whales
f ζd PI Time (s)

5

10 0.98864896 0.22564242 0.617347181 169.58
30 1.00616516 0.17197331 0.615902907 504.07
50 1.01274866 0.17694892 0.615874230 840.77
100 1.00587946 0.18405395 0.615803508 1679.90
200 1.00662822 0.18524315 0.615805754 3287.17
500 1.00660307 0.18278162 0.615801297 10628.89

10

10 1.00007356 0.23479706 0.617584632 336.71
30 1.00778482 0.17337128 0.615877755 982.16
50 1.00759291 0.17604717 0.615840363 1712.72
100 1.00688244 0.18293491 0.615801209 3295.85
200 1.00677897 0.18340897 0.615801449 6502.30
500 1.00691211 0.18258605 0.615801269 16239.38

30

10 1.00318603 0.20829184 0.616279278 987.30
30 1.00560264 0.19178801 0.615864246 3040.44
50 1.00602357 0.18895977 0.615830943 4927.09
100 1.00689775 0.18258902 0.615801266 9913.04
200 1.00682148 0.18313549 0.615801265 19411.94
500 1.00687972 0.18277428 0.615801211 50530.47

50

10 1.00153517 0.21820159 0.61668986 1614.58
30 1.00692485 0.18242744 0.615801361 4874.36
50 1.00640186 0.18620664 0.615810253 8089.97
100 1.00690462 0.18253989 0.615801298 15816.19
200 1.00685867 0.18287912 0.615801204 32551.09
500 1.00685883 0.18287700 0.615801204 83204.51

Based on the results presented in Figure 3 and Table 2, it is possible to state that, in
terms of performance and time, the most attractive optimization alternatives are those that
use five generations and 50 whales (Alternative A), and 10 generations and 30 whales (Al-
ternative B). Comparing the performance of alternatives A and B with the one that presents
the best PI reduction, which corresponds to 50 generations and 500 whales (alternative
C), diminutions in the processing time of 98.98% and 98.82%, respectively, are obtained.
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In the same way, the differences in the PI values of alternatives A and B compared with
alternative C are 0.0119% and 0.0124%, respectively. Considering these data and taking
into account the stability of the methodology by employing a larger number of generations,
alternative B is adopted in this work for the determination of optimal design parameters of
TMDs.

4.3. Optimization Results

Table 3 presents the tuning parameters and the processing time for every iteration
found for objective functions OA1 and OA2, and mass ratios μ = 0.02 and μ = 0.05, by
applying the WOA methodology proposed herein. Additionally, a comparison is made
with the DEM and an ES process with precision to two decimal positions. It should be
noted that DEM has proved to be effective in solving the tuning problem of TMDs and
TMDIs under actual earthquake excitations [58,59]; thus, it was selected to validate the
WOA optimization results. Moreover, the work of Caicedo et al. [58] demonstrated the
feasibility of DEM over other conventional tuning methodologies considering harmonic
loads [6], white noise processes [7,8], and frequency domain analysis [9]. Similarly, Table 4
shows ζd and f parameters derived from J1, J2, J3, and J4 approaches.

As expected, the results computed by WOA and the other two comparison method-
ologies show correspondence. From Tables 3 and 4, it can be observed that some of the
design variables approach the limits established previously in Equations (21) and (22). Such
results are not realistic from a practical point of view, but they may be attributed to the
impulsive nature of some of the seismic records used in the optimization process. However,
in all cases the results are in excellent agreement with those computed through the DEM
and the ES process, showing small differences from the third decimal position, which has
no influence on the global response of the structural system. Furthermore, the numerical
results reported by other works in which actual seismic records were used as excitation
inputs [46,58,59,65] exhibited a similar trend, since some of the optimal values are also
close to the bound limits defined for the optimization process. On the other hand, WOA
exhibits notable advantages against ES and DEM, among them, less computational cost
avoiding operations, like mutation or crossover, and reductions up to 45% in the processing
time, approximately (see Tables 3 and 4). Figure 4 illustrates the dispersion of optimal
design values derived from the three optimization methodologies and the six objective
functions used in this investigation.
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Figure 4. Scatter graphs for TMD design parameters: (a) DE; (b) ES; (c) WOA.

4.4. Seismic Performance

Now, the seismic performance of the building is evaluated under the action of the four
seismic records used in the optimization process. It is worth noting that the scope of this
investigation is limited to the linear behavior of the structural system. Thus, the numerical
model does not take into account any type of damage or yielding process affecting the
structure. Furthermore, the computed displacements are presumable within the elastic
behavior of the system.

Figures 5 and 6 show the history of displacements at the 32nd story of the building,
for μ = 0.02 and 0.05, respectively. Even though both TMD options (μ = 0.02, and 0.05) can
effectively reduce the dynamic response of displacements, it is visibly clear that TMDs
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with μ = 0.05 reach greater reductions in lateral displacements at the upper level of the
structural system, regardless of the objective function.

 

  

(a) El Centro (b) Kobe 

 

(c) Loma Prieta (d) Northridge 

Figure 5. Displacement of the 32nd story of the structure equipped with TMDs with μ = 0.02.

 

  

(a) El Centro (b) Kobe 

 

(c) Loma Prieta (d) Northridge 

Figure 6. Displacement of the 32nd story of the structure equipped with TMDs with μ = 0.05.

Figures 7 and 8 present the comparison of the peak displacement for μ = 0.02 and
0.05, taking into account the six proposed objective functions. It is shown that the greatest
reductions in the peak displacement at each story-level are achieved using the devices
with the highest mass ratio, as reported in the literature [30–50]. Moreover, the greatest
reductions are observed at the higher story-levels of the structure. This behavior can
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be better understood by analyzing the proposed objective functions, which are mainly
focused on diminishing the dynamic response at the 32nd story of the building. Hence, the
optimization process influences indirectly the response parameters of the floors near the
upper level.

 

 

(a) El Centro (b) Kobe 

  

(c) Loma Prieta (d) Northridge 

Figure 7. Maximum floor displacement at each story level of the structure equipped with TMDs with μ = 0.02.

The numerical results show that, using μ = 0.02 TMD, the reduction of the maximum
displacements of each floor of the structure is more effective using Kobe and Loma Prieta
accelerograms than El Centro and Northridge cases. Moreover, it may be affirmed that the
greatest reduction in displacement is approximately 32.13%, reached at the 25th story-level
of the structure when it is controlled by the TMD designed by the J4 approach and using the
Loma Prieta earthquake excitation. This reduction shows consistency, since the J4 approach
gives the greatest possible weight to the reduction of the displacement peak over the RMS
displacement values.
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(a) El Centro (b) Kobe 

 

(c) Loma Prieta (d) Northridge 

Figure 8. Maximum floor displacement at each story level of the structure equipped with TMDs with μ = 0.05.

The greatest reductions in the horizontal peak displacement at the top-story level are
attained using TMDs designed through the objective functions OA1 and J4. Using the El
Centro earthquake, the horizontal peak displacement is reduced from 0.336 m to 0.280 m
(16.60% reduction) using the function OA1 and J4 indistinctly; similar results are observed
using the Kobe earthquake, where the peak displacement decreases from 1.243 m to 1.032 m
(17% reduction). Now, under the Loma Prieta accelerograms, the maximum displacement
reduces from 0.222 m to 0.162 m (27% reduction) using the objective function J4, while,
for the Northridge excitation, the maximum displacement is decreased from 1.051 m to
0.980 m (7% reduction) with the OA1 approach.

The controlled response of the structure using optimally designed TMDs with μ = 0.05
is remarkable. The best performances are achieved with devices optimized through OA1
and J4 approaches, which are mainly focused on reducing the peak displacements, showing
reductions of up to 43 and 42%, respectively. Nevertheless, the reductions in the maximum
displacements at each floor achieved by the devices designed with the remaining objective
functions are notable as well, exhibiting reductions up to 39, 38, 38, and 40% for the cases of
optimization OA2, J1, J2, and J3, respectively. Once more, using the Northridge earthquake,
the smallest reductions obtained ranged from 12 to 17% at the higher story-levels of the
structure. Besides, for the three remaining accelerograms, the reductions in the maximum
floor displacement oscillate between 20 and 43%.
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Furthermore, the dynamic response of displacements observed in Figures 7 and
8 denotes an S-shape trend. The curve shows a linear behavior between 1st and 20th
story-levels; then, there is a setback in the curve between 27th and 32nd story-levels,
where it becomes linear again, although with a different inclination from the first segment
representing the greatest response reductions. This behavior is closely related to the
whipping lash effect that has been previously observed in high rise buildings [66]. This
behavior is largely caused by changes in the compressive strength in the concrete used in
the column sections of the building, which causes changes in stiffness and the dynamic
behavior of the structural system.

On the other hand, Figures 9 and 10 present the behavior of the RMS values of the
displacements at each level of the building controlled by TMDs with mass ratios μ = 0.02
and μ = 0.05, respectively.

Figure 9. RMS displacement at each story level of the structure equipped with TMDs with μ = 0.02.
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Figure 10. RMS displacement at each story level of the structure equipped with TMDs with μ = 0.05.

Figure 9 shows reductions fluctuating from 19% (Northridge excitation at 23rd story-
level) and 42% (Kobe excitation at 23rd story-level). Besides, the reductions in the RMS
response of displacement of the roof story-level are 12, 31, 24, and 17% for the El Centro,
Kobe, Loma Prieta, and Northridge accelerograms, respectively. The analysis of the RMS
response of displacement curves at each floor allows the establishment that the control
devices designed through the OA2, J1, and J2 approaches present the best performances
when the RMS of displacements is analyzed; accordingly, TMDs designed with objective
functions OA1 and J4 achieve lower reductions.

The best reductions in the RMS values of the displacements at each level of the
structure are obtained when the building is equipped with TMDs with μ = 0.05. These
reductions are attained using the OA2 and J1 approaches: 20, 42, 33, and 26% for the El
Centro, Kobe, Loma Prieta, and Northridge accelerograms, respectively. Among these
reductions, the most outstanding is attained under Kobe excitation, since the reductions
between 15th to 32nd story-levels ranged between 40% (0.286 m to 0.170 m at 15th story-
level) and 52% (0.334 m to 0.159 m at the 22nd story-level).

It can be noticed that the reductions in the RMS response of displacement at each floor
of the structure exhibit a much more uniform and efficient behavior than the reductions of
the maximum horizontal peak floor displacements, especially with μ = 0.05 TMDs, and
objective functions OA2, which focus on reducing the RMS displacements, and J1, which
gives the greatest weight to this parameter. Using the Kobe and Northridge records, the
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results report the highest response magnitudes and, at the same time, the TMDs exhibit the
greatest performance. This behavior suggests that the objective functions for the optimal
design of TMDs should be focused on minimizing the RMS values of displacements, or,
instead, a linear combination in which the greatest weight is given to this parameter should
be used. To verify this statement, Figures 11 and 12 present a comparative analysis of the
six objective functions and the attained PI.

 

 

(a) El Centro (b) Kobe 

 

(c) Loma Prieta (d) Northridge 

Figure 11. PI values for every optimization approach using TMDs with μ = 0.02.

 

 

(a) El Centro (b) Kobe 

 

(c) Loma Prieta (d) Northridge 

Figure 12. PI values for every optimization approach using TMDs with μ = 0.05.

Figures 11 and 12 demonstrate that objective functions OA2, J1, and J2 lead to the
most efficient design parameters for TMDs. Consequently, TMDs designed through these
objective functions are the ones that best improve the seismic performance of the case-study
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by given major importance to reducing the RMS response of displacements. Furthermore,
the PI values of the TMDs designed through OA2, J1, and J2 demonstrates that the control
of the RMS values of displacements in the structure is the best possible within both
evaluated parameters, which implies significant reductions in the dynamic response over
time. Moreover, the horizontal peak response of displacements is markedly reduced as
well. Hence, according to these results, it may be claimed that the objective function J1 is
the most balanced and effective among the six objective functions analyzed in this paper,
despite the small differences in performance with OA2 and J2.

4.5. Practical Design Recommendations

Once the optimal design parameters have been determined for each benchmark record,
an attempt is made to establish a single set of optimal design parameters to work properly
under any acceleration record. In that sense, the methodology proposed by Fallah and
Zamiri in [60] is implemented for that purpose. This methodology establishes average
design parameters according to the weighted response reduction percentages obtained
previously. Therefore, the design parameters obtained from the objective function J1, which
was the most effective to control the dynamic response of displacement, are replaced in
Equations (23) and (24):

ζd avg =

4
∑

i=1

(
ζopt ∗ Rmfd ∗ RRMS

)
4
∑

i=1
(Rmfd ∗ RRMS)

(23)

favg =

4
∑

i=1

(
fopt ∗ Rmfd ∗ RRMS

)
4
∑

i=1
(Rmfd ∗ RRMS)

(24)

where Rmfd and RRMS denote, respectively, the reduction of the maximum floor displace-
ment and the reduction of the maximum RMS displacement defined according to Equations
(25) and (26). In addition, the counter i in the sum numbers the accelerograms used in the
tuning process. More records in the optimization process will enhance the accuracy of the
average design variables; however, for this example, only the numerical results computed
from the records in Table 1 are considered. The computed set of average design parameters
ζd avg and f avg are reported in Table 5.

Rmfd =

(
1 − max(|xn|)

max (|x∗
n|)

)
(25)

RRMS =

(
1 − max(RMS(xn))

max (RMS(x∗
n))

)
(26)

Table 5. Average design parameters for TMDs with μ = 0.02 and μ = 0.05.

μ ζd avg f avg

0.02 0.103 0.967
0.05 0.209 0.929

Thereafter, the case-study is subjected to the action of the Petrolia and San Fernando
acceleration records, whose details are presented in Table 6. The main purpose of using
acceleration records different from the benchmark records used in the optimization process
is to verify the performance of the structure and the robustness of the WOA methodology
under any type of random excitation.
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Table 6. Details of the new ground-motion records used.

Record Event Name Station Component PGA (g) Duration (s)

1 Petrolia Cape
Mendocino 90 DEG 0.66 59.98

2 San
Fernando Pacoima S74W 1.08 41.74

Figures 13 and 14 illustrate the response of the structure with TMDs designed with
the average design parameters subjected to Petrolia and San Fernando earthquakes, re-
spectively. Similarly, Tables 7 and 8 show the response reduction on the 32nd floor of
the building. As it can be seen, the behavior of the structure controlled via the TMDs
with the average design parameters exhibits notable reductions in the horizontal peak
displacements and the RMS response of displacements. The decrease in the response is
especially significant in the RMS values of displacement, which means that the use of the
weighted procedure could be potentially applied for the design of TMDs in structures
subjected to earthquake loads. Furthermore, future works should consider a large number
of seismic records in order to obtain a more reliable set of design parameters that best fit a
wide range of possible ground motions.

Figure 13. Performance of the structure equipped with TMDs with average design parameters subjected to Petrolia
earthquake.
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Figure 14. Performance of the structure equipped with TMDs with average design parameters subjected to San Fernando
earthquake.

Table 7. Response parameters for the 32nd story of the structure subjected to Petrolia earthquake.

TMD μ = 2%

Max. Displacement RMS Displacement

Uncontrolled
(m)

Controlled
(m) PI Uncontrolled

(m)
Controlled

m) PI

0.7213 0.7047 0.9770 0.1569 0.1319 0.8406

TMD μ = 5%

Uncontrolled
(m)

Controlled
(m) PI Uncontrolled

(m)
Controlled

m) PI

0.7213 0.6781 0.9401 0.1569 0.1100 0.7013

555



Appl. Sci. 2021, 11, 6172

Table 8. Response parameters for the 32nd story of the structure subjected to San Fernando earth-
quake.

TMD μ = 2%

Max. Displacement RMS Displacement

Uncontrolled
(m)

Controlled
(m) PI Uncontrolled

(m)
Controlled

(m) PI

0.3231 0.3225 0.9980 0.0839 0.0701 0.8354

TMD μ = 5%

Uncontrolled
(m)

Controlled
(m) PI Uncontrolled

(m)
Controlled

(m) PI

0.3231 0.3158 0.9772 0.0839 0.0630 0.7513

Reductions up to 6 and 30% are observed in horizontal peak displacements and RMS
displacements, respectively, using the TMD designed with a unique set of parameters
derived from the methodology described in [60]. Although the methodology was origi-
nally proposed for base isolation systems, it can be adapted for the tuning of linear mass
dampers since, for both base isolation systems and TMDs, optimal design variables must
be determined. At first glance, the reductions attained with the average design values are
not substantial. However, in earthquake engineering practice, it is impossible to know the
ground motion excitation that will affect the structural systems, and, accordingly, the Petro-
lia and San Fernando Earthquake present dynamic properties different from the records
for which the TMD was originally tuned. Thus, although small, these results validate the
robustness of the optimization based on WOA and demonstrated the efficiency of the algo-
rithm over other metaheuristics, like DEM and conventional tuning methodologies based
on closed-form expressions. Finally, to achieve a realistic tuning, other critical variables
should be considered, and a more comprehensive analysis is required (e.g., analysis on the
stochastic nature of the seismic site conditions).

5. Conclusions

In this study, a methodology for the selection of optimal design parameters for TMDs
based on WOA to reduce the dynamic response of buildings subjected to seismic excitations
was presented. Six different objective functions were proposed to be minimized in the WOA
methodology. These functions were related to the reduction of the maximum horizontal
peak displacement of the structure, the RMS response of displacements, and four more
weighted linear combinations of the same parameters. The proposed methodology was
applied to a 32-story case-study derived from an actual building structure, and subjected
to different ground motion records.

According to the analysis on the dynamic history of displacements of the structure, it
may be concluded that the J1 optimization approach, which gives 20% weight to the peak
floor displacements and 80% weight to the RMS response of displacements, led to the best
reductions in the transient response within both evaluated parameters, although a good
performance was also exhibited using OA2 and J2 optimization approaches. Furthermore,
a weighted procedure for determining an average design set of parameters for TMDs was
explored. The methodology, proposed originally for base isolation systems, was adapted
for the tuning of linear mass dampers, showing promising results that can be improved
in forthcoming investigations by considering a large number of records in the tuning
process. The proposed technique for obtaining design parameters of TMDs based on WOA
is demonstrated to be successful, fast, and reliable by achieving percentages of reduction in
the maximum floor displacement of up to 43% and RMS values of displacement of up to
52%.

The results of this research highlighted the advantages of the WOA over other well-
known metaheuristics, such as DEM and other bio-inspired algorithms. The proposed
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technique exhibited less computational cost, avoiding operations like mutation or crossover,
and reductions in the processing time up to 45% were observed. Finally, to perform a
realistic tuning of TMDs through WOA, a more comprehensive analysis is required. Future
works should take into account inter-story drifts and floor accelerations which are directly
associated with the structural damage, as well as consider the nonlinear properties of the
structural system. Further, the stochastic analysis of the seismic signal should also be
considered by developing a sensitivity analysis (e.g., a greater number of records with
greater probability of occurrence and its effects on the structure must be analyzed) and
reproducing synthetic accelerograms based on the damping and frequency site conditions
to be used in the tuning process via WOA.
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Abstract: Data sharing is a central aspect of judicial systems. The openly accessible documents can
make the judiciary system more transparent. On the other hand, the published legal documents can
contain much sensitive information about the involved persons or companies. For this reason, the
anonymization of these documents is obligatory to prevent privacy breaches. General Data Protection
Regulation (GDPR) and other modern privacy-protecting regulations have strict definitions of private
data containing direct and indirect identifiers. In legal documents, there is a wide range of attributes
regarding the involved parties. Moreover, legal documents can contain additional information
about the relations between the involved parties and rare events. Hence, the personal data can be
represented by a sparse matrix of these attributes. The application of Named Entity Recognition
methods is essential for a fair anonymization process but is not enough. Machine learning-based
methods should be used together with anonymization models, such as differential privacy, to reduce
re-identification risk. On the other hand, the information content (utility) of the text should be
preserved. This paper aims to summarize and highlight the open and symmetrical problems from
the fields of structured and unstructured text anonymization. The possible methods for anonymizing
legal documents discussed and illustrated by case studies from the Hungarian legal practice.

Keywords: data mining; text mining; text recognition; machine learning; knowledge engineering

1. Introduction

Digitalization of judicial systems is an important goal of the European Union [1].
Sharing and making court decisions and different legal documents accessible online is
a crucial part of this intention. These public databases can make the administration of
justice more transparent. These openly accessible documents can also help decision-making
processes and research for the legal practice [2–6]. Many novel databases provide easy
access to court decisions and legal documents. These databases do not only share the
digitized version of the documents, but also use different machine learning methodologies
to find the connecting documents and the most relevant keywords of the documents. Some
novel databases go further and connect these legal documents with other databases and
provide them as a linked data service [4]. The databases built on published court decisions
are very attractive for a wide range of professionals in the legal information market in
order to reduce the research time.

However, this openly published data can contain much sensitive personal information
which should not be published [7]. The current anonymization practice of these legal
documents means the masking or removing the names or other direct identifiers from
these documents [8]. Many current research projects have been published in this topic,
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which shows how state-of-the-art Named Entity Recognition (NER) methods can be used
to achieve an automatized process, which can reduce the necessary human work, which
can take up to 40 min for a single document [2,9,10].

However, these solutions result the simple pseudonymization of these documents only.
General Data Protection Regulation (GDPR) makes a difference between anonymization
and pseudonymization. The main difference between these methods is that during the
anonymization process the anonymized data is modified irreversibly (see Figure 1) [11–13],
while pseudonymization processes cannot prevent privacy breaches, as shown in the
literature of medical data anonymization [14–16].

The most sophisticated tools in the legal document anonymization domain (e.g.,
ANOPPI and Finlex [2,5,10,17]) use state-of-the-art machine learning-based Named En-
tity Recognition (NER) technology to find and replace direct identifiers in judicial texts.
However, without the deeper statistical analysis of the possible pseudo-identifiers, these
applications cannot make an irreversible anonymization on the documents [18].

In 2019, a group of researchers carried out a linking attack against anonymized legal
cases in Switzerland. They published a study where they presented that using artificial
intelligence methods with big data collected from other publicly available databases, they
could re-identify 84% of the people, being anonymized in this database, in less than an
hour [19]. This can happen because a legal document contains a great deal of microdata
from the involved participants, which can be used as quasi or pseudo identifiers to re-
identify the participants by using third party databases (Figure 2) [20–22].

Furthermore, there are available methods for anonymizing medical data for research
purposes [16,23] but, these anonymization methodologies have been developed for struc-
tured data, where every record contains the same kind of attributes and removing the
items does not have an effect of the text understandability. For this reason, this topic
is asymmetric regarding the significant difference in the behaviour of structured and
unstructured data.

In case of a legal document, the processed data is unstructured text; therefore, the ex-
tracted data can be represented in a sparse matrix of different attributes [24]. It is also
important that the anonymized text should remain easy to read after the pseudonymization
process [25]. Let us examine the case of the following example sentence: “John and Julie
went on holiday to Barbados in August 2016”. Simple masking replaces every name, date
and place in the text with “XXX”. This results in losing essential text properties which
are needed for the utilization of the text [26]. Furthermore, if a person is referred as “Iron
Lady”, the NER-based anonymization tools will not recognize it as a direct identifier;
however, the reader will probably know from the context that Margaret Thatcher is the
referred person.

Mozes and Kleinberg proposed a TILD methodology (TILD is an acronym from
Technical tool evaluation, Information loss and De-anonymization) [27] for anonymizing
texts. They proposed to analyze three objectives during the anonymization process together.
These three critical aspects are how well the system detects the pseudo and direct identifiers,
how much information is lost by removing the different parts of the sentence and to assess
the possible data breaches.
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Figure 1. The difference between the anonymous and the pseudo-anonymized data. The red
line represents the threshold, where the re-identification of the anonymized or anonymous data
is impossible.

Theorem 1 (Pseudonymization, GDPR [28]). “The processing of personal data in such a manner
that the personal data can no longer be attributed to a specific data subject without the use of
additional information, provided that such additional information is kept separately and is subject
to technical and organisational measures to ensure that the personal data are not attributed to an
identified or identifiable natural person”.

Theorem 2 (Personal Data, GDPR [28]). “Personal data is any data that could possibly related
to a person directly or indirectly (Opinion 4/2007 on the concept of personal data)”.

Figure 2. The image shows the found pseudo or quasi-identifiers in the text (x1...xn) the role of
anonymization and privacy-preserving data publishing, and a possible linking attack, which uses
publicly available data from newspapers and other public databases.

The main goal of the paper is to provide a thorough insight on the flaws of the current
practice of judicial text anonymization processes. The current anonymization practice
in many European Union countries means the masking of the names and other direct
identifiers of the involved persons. This process does not fulfill the requirements of the
General Data Protection Regulation. The first part of the paper summarizes the existing data
anonymization techniques, which mostly support anonymizing structured data. The goal
of the second part of the paper is to illustrate and highlight the importance of this topic.
These examples come from the database of the decisions of the Hungarian Court [29].
These examples show that mathematical statistical analysis is important in filtering those
unique events, that may serve as a primary identifier (e.g., the surgeon amputates the
wrong leg). Moreover, those applications and services, which link the legal documents
together with other databases, need a special care to consider the GDPR recommendations.

2. Privacy and Anonymization

The apparent goal of the data anonymization or de-identification process is to re-
move all of the involved individuals’ direct identifiers, such as names, addresses, phone
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numbers, etc. [16]. This step might seem obvious; however, it is easy to defeat this kind
of anonymization by linking attacks or more sophisticated attacking models [30]. These
algorithms collect the text’s auxiliary information and link it with public, not anonymous
records [31–33], as shown in Figure 2.

Theorem 3 (Pseudo or quasi-identifiers [34,35]). Attributes that do not identify a person
directly but by linking to other information sources (e.g., publicly available databases, news sources)
that could be used to re-identify people are called pseudo or quasi-identifiers. e.g., date of specific
events (death, birth, discharge from a hospital etc.), postal codes, sex, ethnicity etc. [36–39].

Sweeney made a famous linking attack on the set of public health records collected
by The National Association of Health Data Organizations (NAHDO) in many states
where they had legislative mandates to collect hospital-level data (Figure 3). These data
collections were anonymized but contained several pseudo-identifiers (ZIP code, gender,
ethnicity, etc.). She bought two voter registration lists from Cambridge, Massachusetts.
These voter registration lists contained enough pseudo-identifiers to be linked with medical
data records [31,40]. Three pieces of pseudo-information (ZIP code, gender, and date of
birth) were enough to link the two databases, and Sweeney was able to re-identify about
88% of the people. She also found that about 87% of the population in the United States
could be identified by using simple demographic attributes (5-digit ZIP, gender, date of
birth) and about 53% when only place, gender, and date of birth is known [22,40].

Another good example would be the case study about the Netflix Prize dataset.
Netflix, at that time renting DVDs online, published a dataset and offered USD 1 million as
a prize to improve their movie recommendation system [20,21,41]. The dataset contained
ratings for different movies and the exact dates when these ratings were made. The
studies of Narayanan and Shmatikov have shown that users can be identified with about
95% probability only by knowing one’s ratings for eight movies (out of which six is
known correctly) and knowing the date of publishing within a 2-week-long interval [20,21].
Although, at first sight, knowing someone’s taste might not seem to be dangerous at all,
and in the vast majority of the cases this would be true, political orientation or religious
views might be just two examples for possibly sensitive information that could be learned
from one’s rating history and surely not everyone would agree to share these pieces of
information with the whole world [21].

A similar privacy breach on unstructured data, namely on query log data, has been
reported in [42].

Figure 2 shows a basic attack model against an anonymized legal case. Suppose the
aim of the curator is to preserve privacy for n pseudo-information of the legal document.
However, an attacker has information about n − 1 pseudo information of an individual
except the nth record, denoted by Xn. This information of the attacker (the n − 1 records)
is also known as the background information. By making a query on the dataset of legal
documents, the attacker can learn the aggregate information about n records. Hence,
by comparing the query result and the background information, the attacker can easily
identify the additional information of the record n. Having spotted the additional informa-
tion, the attacker could move on to other datasets, performing the same operation until the
victim can be re-identified. The aim of differential privacy is to protect against these kind
of attacks [30,43].

Theorem 4 (Equivalence class [44]). “All data records that share the same quasi-identifiers
form an equivalence class”. For example, all companies founded on 2nd July 2018 form an equiva-
lence class.

Theorem 5 (Differential privacy [30]). “A mechanism M satisfies ε-differential privacy if, for any
datasets x and y differing only on the data of a single individual and any potential outcome q̂:

P[M(x) = q̂] ≤ eε · P[M(y) = q̂], (1)
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where the ε parameter represents the the bound of the privacy loss and its value can be selected
between 0 and 1. Where 0 represents that there is no privacy loss, the result of the two examined
methodology is the same, no extra information is revealed from the selected individual”.

Figure 3. The image shows Sweeney’s linking attack. Three pseudo identifiers were enough to
re-identify the private data of many individuals.

Differential privacy is a strict, robust, and formal definition of data protection, which
ensures the following three criteria: post-processing, composition, and group-privacy of
the data. Post-processing means that the analysis of the published information or linking
this microdata with other databases results in a set of data that satisfies the criteria of
differential privacy. Therefore, it protects from the successful reconstruction or tracing from
this data. Composition and group-privacy also protects privacy, i.e., when the information
is shared in multiple places or with multiple individuals [30,45].

2.1. Privacy Models

Ensuring privacy while maintaining the utility of data are two directions contradicting
each other. To satisfy both needs, several privacy models have been introduced. These
models use generalization or suppression (i.e., deleting) of attributes in records to reach
the defined privacy [16,46].

These models distinguish three types of data: direct identifiers (e.g., full name, social
security number, etc.), quasi-identifiers (e.g., age, job, date of birth, etc.), and confidential
attributes (e.g., religion, specific disease, salary, etc.) [47]. Privacy models assume that the
directly identifying attributes have been removed and focus on quasi-identifiers and confi-
dential attributes. There are many privacy methods represented in the literature [16,48–50].
In this section, we present some widely used methods: k-anonymity [51], l-diversity [52],
and t-closeness [53].

2.1.1. k-Anonymity

A widely known approach is k-anonymity, which has been introduced by Samarati
and Sweeney [51,54–56]. The formal definition can be seen in Definition 6.

Theorem 6 (k-anonymity [51,54–56]). “A dataset satisfies k-anonymity for k > 1 when at least k
records exist in the dataset for each combination of quasi-identifiers”.

This privacy model does not ensure privacy in itself. K-anonymity is able to prevent
identity disclosure, which makes impossible the exact mapping of the k-anonymized record
to the original dataset. However, it is prone against attribute disclosure, e.g., if k pieces of
k-anonymized records share the same confidential attributes [47]. As an example, if there
are k number of records identified by the following attributes: Age = 55, Height = 185 cm,
Sex = Male, but all records share the same sensitive information, e.g., all of them have AIDS.

2.1.2. l-Diversity

An approach to solve attribute disclosure is l-diversity [52]. The formal definition can
be seen in Definition 7.
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Theorem 7 (l-diversity [47,53]). “An equivalence class has l-diversity if there are at least l “well-
represented” values for the sensitive attribute. A table has l-diversity if every equivalence class of
the table has l-diversity”.

The term “well-represented” is not an exact definition. Machanavajjhala et al. have
given the following interpretations: distinct l-diversity, entropy l-diversity, recursive (c,l)-
diversity [52].

However, Li et al. [53] pointed out that l-diversity cannot prevent disclosure in case
of skewness and similarity attacks, and that achieving l-diversity may be difficult and
unnecessary [47].

Similarity attack [47] can be performed when the group of sensitive attributes fulfill
the criterion of l-diversity but are semantically similar, e.g., in a 3-diverse medical dataset
where disease is a sensitive attribute, the values are (lung cancer, stomach cancer, skin
cancer). Despite meeting the requirement of 3-diversity, it is possible to learn that someone
has cancer.

Skewness attack [47] can happen when the overall distribution is skewed, in which
case l-diversity cannot prevent attribute disclosure. Consider a database of 10,000 test
results for a disease where being positive is sensitive information, and there are 1% positive
tests. An equivalence class having 24 positive records and only one negative record would
meet the criteria of distinct 2-diversity and would have higher Entropy l-diversity than the
whole dataset, although anyone in the equivalence class is 96% positive rather than 1%.
Oddly, the same l-diversity could be calculated when the equivalence class contains only
one positive and 24 negative members, although the risks are highly different.

2.1.3. t-Closeness

Li et al. in [53] defined t-closeness (Definition 8) that provides a solution for the two
vulnerabilities of l-diversity mentioned above, namely the skewness and similarity attacks.

Theorem 8 (t-closeness [53]). “An equivalence class is said to have t-closeness if the distance
between the distribution of a sensitive attribute in this class and the distribution of the attribute in
the whole table is no more than a threshold t. A table is said to have t-closeness if all equivalence
classes have t-closeness".

Li et al., in their work, used the Earth Mover’s Distance [57] as distance metric to
calculate t-closeness [53]. However, the authors claim that using other distance metrics
(e.g., cosine-distance, Euclidean-distance etc.) is also possible.

Domingo et al., in [47], criticizes that although in [53] several ways have been repre-
sented to check t-closeness, no computational procedure has been given to enforce this
property. Moreover, if such a procedure was available, it would cause huge harm to data
utility since t-closeness destroys the correlations between quasi-identifiers and confidential
attributes. The only way to prevent damage to data utility is to increase threshold t, hence
relaxing t-closeness.

2.2. Available Tools, Solutions

The introduction of GDPR has increased the number of pseudonymization software
or solution available. In this section, we provide a short overview regarding solutions that
are connected or could be connected somehow to the anonymization in legal domain.

Vico and Calegari [58] presented a general solution for anonymizing a document in
any domain and tested its functionality on legal documents, although no quantitative
validation was presented in their paper. The whole solution is more akin to a generic
flowchart that could be applied to any type of document. The backbone of the method is a
Named Entity Recognition model. The new idea that the paper brought in is that from the
results of the extraction, the entities belonging to the same person or location were assigned
to each other by means of clustering, e.g., if the full name John Doe was mentioned once in
the text, and afterward it is also referred to somewhere as J. Doe or John D., the entities
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were considered to be the same. The found entities have been then modified to generic
terms. The drawback of this solution is that it does not differentiate between direct and
quasi-identifiers, it only focuses on extracting direct identifiers, thus risk analysis of the
remaining quasi-identifiers is also missing.

Povlsen et al. adopted a Danish NER solution to the legal domain, based on hand-
crafted grammar rules, gazetteers, and lists of domain specific named entities [9]. The
solution was tested on 16 pages of legal content containing 30 entities, that is a small
dataset for testing. Moreover, the authors focused on identifying direct identifiers not
taking quasi-identifiers into consideration during their anonymization process.

NETANOS, an open-source anonymization tool, focuses on context-preserving anonymiza-
tion to maintain readability of texts. This is practically carried out by replacing the entities by
their types, e.g., “John went to London with Mary”. is replaced by “[PER_1] went to [LOC_1]
with [PER_2]”. The study offers a comparison between manual anonymization, NETANOS
anonymization and UK Data Service (https://bitbucket.org/ukda/ukds.tools.textanonhelp
er/wiki/Home) (accessed on 1 May 2021) anonymization techniques involving hundreds of
people. Authors claim that their software achieves almost the same level in possibility of re-
identification as manual anonymization [25]. However, this solution also takes direct identifiers
into consideration, without paying attention for quasi-identifiers.

There are many tools available for anonymization of medical records and health data,
such as the UTD Anonymization Toolbox [59], μ-AND [60], the Cornell Anonymization
Toolkit [61], TIAMAT [62], Anamnesia [23] or SECRETA [63]. These solutions are able to
fulfill privacy criteria defined by the user automatically [16]. However, the shortcoming
of these solutions is that they often support only a limited number of privacy and data
transformation models [16]. ARX [64] is an open-source anonymization tool, which sup-
ports a wide range of anonymization techniques, such as k-anonymity, l-diversity, etc.
These techniques were developed to provide a flexible and semi-automatic solution for
anonymization of data tables [16,46,64,65]. The tool was developed for medical data that is
in a database format; therefore, these software solutions cannot contain methodologies for
natural language processing of unstructured texts.

HIDE is a tool developed to anonymize health data [66,67]. The tool takes into account that
a significant part of health data exists in unstructured text form, e.g., clinical notes, radiology or
pathology reports, and discharge summaries and extracts direct identifiers (e.g., patient name,
address, etc.), and quasi-identifiers (e.g., age, zip code, etc.) and sensitive information (e.g., dis-
ease type) from the unstructured text. Since a person can have multiple health scans, the device
tries to attach the information extracted from the scanned document to people existing in the
database. The database thus expanded allows HIDE to perform anonymization procedures
such as k-anonymity, t-closeness, l-diversity on the whole database that is a traditional relational
database. Extraction is based on a Conditional random Field (CRF) NER model. The wide range
of extracted data and organizing the documents to a database makes HIDE an outstanding
anonymization tool. However, the solution was implemented to tackle medical documents, not
legal ones, so inherently misses entities characteristic for the legal domain (e.g., events, multiple
sides etc.).

ANOPPI [2], is an automatic or semi-automatic pseudonymization service for Finnish
court judgments. It uses state-of-the-art, BERT-based [18] NER models alongside rule-
based solutions to retrieve as much direct identifiers as possible from legal texts. However,
the solution does not take into consideration the fact that other quasi-identifiers, e.g.,
events in themselves can be direct identifiers, or a small set of quasi-identifiers can lead
to a privacy breach as we show in Section 5.4. The tool emphasizes the importance of
utilizing the legal text after pseudonymization has been carried out, since Finnish is a
highly inflected language (similar to Hungarian). The tool performs morphological analysis
in order to apply the correct inflected form for the pseudonym, hence improving readability
of pseudonymized text. The aim of the ANOPPI project is to create a general purpose
anonymization tool, by removing direct identifiers. It has been shown that methods, which
remove the directly identifying attributes only (i.e., names, email addresses or personal
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identification numbers) can not prevent privacy breaches [14–16] and would contradict the
No Free Lunch Theorem in related fields [68–70].

3. Types of Privacy Attacks

Knowing the different types of privacy attacks is essential to considering and quan-
tifying the different privacy risks. There can be different goals of the adversaries: re-
identification, reconstruction or tracing of different persons, where the attacker only wants
to know that the given person is connected to the given dataset or not [30]. The authors
of [49,71] published three different kinds of attacker models (prosecutor, journalist and
marketer), which typically considered in medical health data anonymization software
solutions [16,46]. These attacking strategies assume that the adversary has different a priori
information about the database or the subject of the attack. For instance, the prosecutor
knows that the data about the searched person is involved in the given or the connecting
cases. The journalist has some a priori information about the searched person, maybe she
knows some background data, which can be linked with the microdata of the connecting
cases. The marketer model assumes that the adversary has no prior knowledge, but their
goal is to re-identify a large number of individuals for marketing purposes [71,72].

The previously introduced Swiss case study about re-identifying pseudonymized legal
cases used a marketer strategy with a simple linking attack. The researchers wanted to re-
identify as many people as they can, surprisingly, they could re-identify 84% of them within
an hour) [19]. The reason for this is the presence of a large number of quasi-identifiers in
legal documents. The wide range of quasi-identifiers, both in number and type, generally
provide enough information for a human to de-anonymize the documents. As Mozes
and Kleinberg pointed out, even a single identifying attribute can be sufficient for re-
identification [27]. Since legal cases always tell the story of the two or more sides involved,
the texts contain many events, people, and institutions (two sides, judges, attorneys,
witnesses, etc.). A legal document contains one case, which is interpreted in at least three
different ways. It is possible that each of these single interpretations cannot contain enough
microdata to re-identify the persons, but the series of these interpretations serve enough
information for de-anonymization (Figure 4), as it is shown in Section 5.4.

Figure 4 shows an example of how legal documents may be connected to each other or
to other databases via the wide range of these quasi-identifiers. It is important to point out
that the majority of the published cases are part of a “decision-chain”: decisions from the
first instance up to the Supreme Court are linked together. This means that there are usually
three documents being linked tightly to each other. This poses a threat of de-anonymization
since it is not sufficient to have two of these documents properly anonymized if the third
is not properly anonymized. Hence, the integrity of a chain must be kept. The quasi-
identifiers learnt from the joined documents can be used to match these data with other
publicly available databases in order to de-anonymize the parties involved.

Because many novel legal databases aim to find and publish the connecting cases,
these databases can increase the risk of attacks, as mentioned above [4,29]. In the case
of a prosecutor attack where the adversary has a priori information about the person,
linking databases can give extra information for the adversary. The main difference
between the medical and the legal databases is that the database contains not only the
data fields, but the context of the text can contain many quasi-identifiers, which can
help the attacker gain some new information. For example, suppose the attacker wants
to know for whom the orthopedist performed the surgery on the wrong side. In that
case, he would only check the local journals and the homepage of the small hospital,
and he will know not only the name of the doctor but also the patient’s information
from the text of the legal document. The connecting cases can link other persons to this
document. The previously mentioned algorithms, which were developed for medical
data anonymization (k-anonymity, t-closeness, and l-diversity) can help to reduce the
number of the quasi-identifiers in the text. However, the over-usage of these algorithms
can significantly reduce the understandability of the text. Moreover, the quasi-identifier
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structure leads to a sparse matrix, not a dense as in medical text anonymization, where
the methodologies mentioned above developed. Due to the asymmetries between these
databases, the mathematical model of these two fields leads to different approaches.

Aa an example of a journalist attack, we can examine the case of a small district court,
where there are a small number of potential criminals. If we know some marker of a
criminal or a criminal group, which committed many similar cases in the area, we can
connect the involved persons via the connecting legal documents. This can easily lead to a
lot more sensitive information about the involved people.

Figure 4. The image shows how a published legal document can connect to other legal documents di-
rectly or via the judges and attorneys, and the connections between the recognizable quasi-identifiers,
which can be assigned for different people. These identifiers can be used to perform a linking attack,
linking data to other databases.

4. Does Document Domain Matter? Differences between Medical and Legal
Anonymization Tasks

At first sight, medical data and legal texts share several similarities (domain-specific
language, structured content to some extent, a wide range of data types to be anonymized
etc.), there are specific problems that characterize legal documents only. Medical data is
often available in unstructured text format (e.g., clinical notes, radiology, and pathology
reports, and discharge summaries) [66] where legal cases only exist in this form.

One main difference would be that in the majority of medical text there are at most
two subjects mentioned: one is the patient, who has diseases, several IDs, job, and the
other is the hospital where he or she is being treated. It is relatively rare to find data that is
pointing out from this context (e.g., other people, natural formations, car plate numbers
etc.). Therefore, linking the extracted entities to a specific person is obvious in medical
texts [67]. Whereas in the majority of legal cases there are also two parties (plaintiff and
defendant), it is not rare to have more than one person on any or even both sides. Not
to mention the witnesses, companies involved, bank accounts, etc., are also mentioned in
the texts.

Another significant difference is that due to the nature of legal cases, the matter of
fact describes the whole story of the parties in detail and usually this part of the legal
decision is full of complex quasi-identifiers. These complex quasi-identifiers mean events
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or rather chains of events that could be easily used by an attacker to form further queries
while attempting to link data sources to the parties of a legal decision. An example would
be an extraordinary or rarely occurring event, e.g., someone was gored by a bull, died
during a gland surgery or breeds limousine-type cows that could easily appear in local
newspapers or publicly available databases. It is important to point out that how much a
rarely occurring event makes a difference, since that type of data does not appear in tabular
health data, whereas the legal documents contain many of these, especially the matter of
fact part. Moreover, the definition of “personal data” in GDPR Article 4 states that these
data can be considered as indirect identifiers (Regulation (EU) 2016/679 of the European
Parliament and of the Council Article 4).

Emphasizing the role and importance of quasi-identifiers in anonymization is not only
the result of GDPR. About 60 years ago researchers started investigating the idea whether a
small number of data points about an individual can be collectively equivalent to a unique
identifier even if none of these data points are unique identifiers [33,73–75].

Health data of patients are often presented in a tabular format and these data tend to
share the same columns (i.e., a traditional relational database). In this dataset, the rows
(records) represent data of a patient and the columns represent the attributes a patient has
(e.g., sex, date of birth, profession, disease, etc.). These attributes usually do not contain
many null elements, every attribute, every column are well represented. This is not the
case in legal cases. If we represent the data stored in a set of cases the same way as one
does with medical records, the number of attributes, i.e., columns, can be a great deal more
than in a medical database, so the dimension of the records is higher. Moreover, these data
may appear relatively rare in other records, hence the matrix that could be created from a
set of cases is sparse (see Figure 5). The occurrence of data that fall under the regulation of
GDPR is highly asymmetric in legal documents. This sparsity puts the complexity of the
problem to a completely different level compared to medical records.

The right side of Figure 5 illustrates the case of a typical medical database, where
every row contains the same information about an individual. This database is symmetrical
because every record has the same identifiers, and we know every possible quasi-identifier
in this task. The health data anonymization methodologies use this symmetry or structural
regularity. In contrast, the legal documents can be very asymmetrical, hard-to-find similar
structural regularities, which increases the complexity of the risk analysis of these models.
The most obvious example is the role of the personal data of the dead persons in the
documents. This data belongs to the GDPR regulations in some countries, but some
countries do not care about the personal rights of dead persons. However, in probate
proceedings, some sensitive data of the dead person can be published. If we know the link
between the dead person and the plaintiff, who is, e.g., the only living relative, we can
re-identify their data. A more general risk for the asymmetrical dataset is that the document
contains three-three quasi-identifiers for two individuals, which is insufficient to re-identify
the involved persons. However, these six identifiers can belong to six different categories
(such as occupation, age, etc.), and by knowing the relation between the individuals, it can
be possible to re-identify them.

Figure 5. Sparse (asymmetric) and dense (symmetric) representation of data.

There is a theoretical proof for the statement that high dimensional data is vulnerable
to de-anonymization [33,34,49].
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Narayanan and Shmatikov claim that “Most real-world datasets containing individ-
ual transactions, preferences, and so on are sparse. Sparsity increases the probability
that de-anonymization succeeds, decreases the amount of auxiliary information needed,
and improves robustness to both perturbation in the data and mistakes in the auxiliary
information” [21].

Thus, the task of anonymization in legal documents cannot, by its very nature, be
regarded as being entirely solvable.

A good example for de-anonymizing sparse data would be the case study about the
Netflix Prize dataset [20,21,41] and the America Online (AOL) search engine query log
dataset [42].

Motwani and Nabar published an algorithm that achieves k-anonymity on an un-
structured, non-relational dataset, namely on search engine query logs [24]. In this dataset,
there was no need to distinguish between direct and quasi-identifiers. Their approach was
to transform the tokens from the query logs to a relational database containing only ones
and zeroes. This database had a high number of dimensions and was sparse. They then
reached k-anonymity by adding and deleting as few elements as possible from each query
until the k-anonymity criterion have been met. Although, in many aspects of their data,
the problem itself is different from the data that could be retrieved from legal documents,
the solution can be useful in reaching k-anonymity in legal documents as well.

As a consequence, performing decent anonymization in legal cases is far away from
just identifying direct identifiers from the text and deleting or modifying them; in other
words, to only perform Named Entity Recognition and modify the extracted entities.
Nevertheless, the currently available anonymization software solutions generally represent
this mindset [2,9,25].

To perform a decent anonymization on a legal document, a wide range of quasi and
direct identifiers have to be recognized, in particular, the rare events mentioned in the case.
After the recognition and modification of direct identifiers, the quasi-identifiers have to
undergo a careful risk analysis, i.e., the risk for co-occurrence of many quasi-identifiers
that can be connected to individuals has to be estimated and if needed, anonymization
techniques have to be applied on them. According to our knowledge, there is currently no
anonymization solution for legal texts that takes the importance of events into considera-
tion [2,7,9,58,76,77].

Data owners have to accept that legal cases may not be de-identified [33,34,49], but
not protecting these data at all is also not an acceptable option. The problem is similar to
having our bicycle protected from being stolen. It is not a good tactic to park somewhere
and hope for the best. Even though there is no bike lock that cannot be broken, it is still
worth using at least some bike lock, because many times that is enough to deter the thief.
Instead of giving up anonymization, data owners should aim to reduce the chances of an
attack succeeding.

5. Structure and Privacy Risks in Hungarian Legal Documents

In this section, we provide an overview of the current legal system and known
regulations related to anonymization in Hungary focusing on the risks that legal documents
inherently contain. For other member states in the European Union, the work of van
Opijnen et al., [7] provides a good general overview of data protection in the legal domain.

5.1. Judicial System, Regulations

Hungary has a four-tier judicial system, which consist of the district courts, the re-
gional courts, regional courts and the Supreme Court [7].

Organisation and Administration of the Courts regulates the publication of legal
documents and decisions by the Act CLXI of 2011 in Section 5.1 (“Responsibilities of Courts
Relating to the Publication of Court Decisions; the Register of Court Decisions”) and articles
163–165 [7].
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Article 164 regulates that after the decision is rendered in writing, it shall be published
by the chairman of the court in the Register of Court Decisions within thirty days (Act
CLXI of 2011 on the Organisation and Administration of the Courts Article 164).

The law currently in force provides two different forms of publication. In the first
case, the decisions have to be published automatically, but in the second case, publication
depends on the will of the litigants. In both cases, the published documents have to be
anonymized. Therefore, not all decisions are subject to the obligation to publish; decisions
of lower courts are outside the scope, if the legal procedure does not reach at least the
regional courts of appeals.

According to current regulations, e.g., the name of the court concerned, the name
of involved judges, lawyer acting as an agent, the defense counsel or administrative
organizations (e.g., National Tax and Customs Administration), or the authors of certain
scientific publications are to be anonymized [7,8]. Sensitive data have to be deleted in
a way that the deletion does not change the established facts of the case. Instead of the
names of the persons covered by the decision, the name corresponding to their role in
the procedure shall be used; instead of the names used to identify the persons and the
protected data, the name of the data type shall be used as a replacement text [8], e.g.,
if there are “i” number of plaintiffs mentioned in the decision it should be replaced as
Plainti f f1,Plainti f f2,...Plainti f fi.

The law also states that all data enabling the identification of a natural person, a legal
person or an organization without legal personality have to be removed. Nevertheless,
the exact range of data to be anonymized is not defined.

Recital 27 of GDPR (gdpr-info.eu/recitals/no-27/) (accessed on 1 May 2021) states
that the Regulation does not apply to the personal data of deceased people and leaves this
question to the EU Member States. In Hungary, the Act CXII of 2011 (InfoAct) states that
the data subject’s rights after their death could be exercised either by a person appointed by
the data subject during their life or a close relative (www.twobirds.com/en/in-focus/gener
al-data-protection-regulation/gdpr-tracker/deceased-persons) (accessed on 1 May 2021).

5.2. Criticism of Current Regulation

Although the current regulation tries to embrace the rules defined by the GDPR, some
points can be a subject of debate.

First of all, it is important to point out that the Hungarian law does not distinguish
direct and quasi-identifiers. This is problematic, since one could easily associate only with
direct identifiers and we will see that this is the case when it comes to practice. With
quasi-identifiers remaining in texts, the parties could become easily identifiable [40].

It is important to remark that mentioning a rare event has to be considered as a quasi-
identifier (sometimes as a direct identifier), but removing or modifying this can easily
contradict the commandment stating that the sensitive data have to be modified in a way
that they do not change the established facts of the case [7,8]. Nevertheless, in these cases,
generalization of the events could be a possible solution for the contradiction.

Another remark about the law would be that it requires the decisions to be published
within 30 days. Although the year when a case started can currently be determined from
the case identifier and the end of the case is also mentioned in the document, the results on
the Netflix dataset may serve as a basis for revising this condition [20,21].

5.3. Current Practice and Potential Risks

The practice of anonymization on court decisions shows that the names of the parties
and all their data (address, mother’s name, date of birth etc.), so the direct identifiers have
been completely removed or in certain cases people’s full names or company names have
been replaced with their monograms.

Consequently, the texts usually contain a remarkable amount of quasi-identifiers. Gen-
erally, every attribute that can be used to perform a linking attack, is a quasi-identifier. Some
examples would be: sex, age, locations, professions, monograms, dates (day, month and
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year), company types, activities of a company. The name of judges or attorneys involved
could provide further links, e.g., the name of the lawyer, even if all data related to location
has been removed/replaced in the document, could provide additional information on the
location of the events, especially if the lawyer is placed in the rural area.

5.4. Case Studies

In order to present the power of quasi-identifiers and also to identify some of the
potential quasi-identifiers in the legal domain, research has been conducted using publicly
available legal cases in Hungarian.

5.4.1. Datasets and Search Framework

Our case study was conducted by using the LEXPERT service (https://www.lexpert.hu)
(accessed on 1 May 2021), which is a self-developed online database of the freely available
Hungarian legal cases. LEXPERT ensures an Elasticsearch-based search platform for the
legal documents and links the connecting documents and law references. The following
documents are included in this database:

• Case-law of the Constitutional Court: decisions and procedural decisions of the
Constitutional Court of Hungary, currently approximately 9800 documents.

• Court Decisions: consists of decisions from all tiers of the Hungarian judicial system
from district courts up to the Supreme Court. This is the biggest dataset containing
approximately 160,000 documents. This study was conducted using this dataset.

• Uniformity Decisions: binding decisions of the Supreme Court in uniformity cases
to ensure the uniform application of law within the Hungarian judiciary, currently
containing approximately 200 documents.

• Selected case-law: selection of the most important court decisions, currently containing
approximately 2200.

• Division opinions and decisions: decisions of the divisions of the courts on abstract,
theoretical legal questions. Contains approximately 400 documents.

5.4.2. Illustrative Examples

One of the simplest cases was when a judge started a labour lawsuit against their
employee. Since names of attorneys and judges do not have to be removed, in this case,
their workplace and their name remained in the text.

We have noticed that many documents contain exact dates, which is a possible source
of a serious information leak. Sometimes, not only the year, month and day are mentioned
but the hour and minute as well. When these dates refer to the general flow of a legal case
(e.g., dates of previous decisions, appeals etc.) it usually does not mean a potential risk.

However, when a date refers to a unique event (e.g., someone was gored by a bull,
died during a routine surgery, is starting a business, etc.), it can pose a serious threat for
re-identification, since these data usually appear in local newspapers or can be looked up
in the Hungarian Company database or other publicly available databases. The death date
is handled differently in the different EU member states, for example, in Hungary it is
not personal data; however, in Denmark it remains personal data after the death of the
person [78].

An example for the possible threat that multiple quasi-identifiers may pose would
be the following case. In southern Hungary, there was a case when a then-92-year-old
deceased person’s date of death and age were published. The authors of [79] showed that
this is sensitive information, because this age can be applied to no more than the 0.5 percent
of the population. It is known that, at that time, around 4000 women lived in Békés county
with over 85 years of age, from the total population of 397,791 [80]. This information cannot
be sensitive because this represents one percent of the total population, and if we did not
know the sex of the victim, the age could refer to nearly the 1.5% of the population. After
a subtraction, we know exactly her age when she died and there were no more than 300
people. Of these, 200 were woman in that county and were 92 years old; this is the 0.05% of
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the total population, which is significantly lower than the recommended minimum (0.5%).
With only two pseudo-identifiers, we were able to narrow down the number of potential
individuals to around 200. In this case, we did not even use the other pseudo-identifiers
that could be learnt from the text, the exact date of the death and where she lived. From the
text, we know that the woman lived in a small town with no more than 5000 inhabitants.
This means if the old people are distributed uniformly in the examined area, that there were
four different people at that time fulfilling these criteria. The shrinkage of equivalence class
sizes can be followed in Figure 6. This information can be paired with the local journal’s
obituary section, easily identifying the dead person.

Figure 6. The image shows the risk if the age and the gender of an old person (85+) is published in a
legal document. The different bar plots shows the equivalence class sizes, when the document does
not contain or contains information about settlement involved [80].

Naturally, the de-anonymized data could be used for linking entities further.
Another potential risk factor is that the documents related to the medical field often

publish the full medical history of a person with exact dates and types of surgeries, drugs
taken, etc. By themselves, these data could be used to reveal someone’s identity; however,
linking these to public databases can be difficult. The problem is that this information
can be sensitive. We have found a case where only the case of medical malpractice was
enough to identify both parties with a simple Google query. It made the matching process
easier that the dates were also mentioned in the document. In this example, the whole
medical history of the patient was mentioned referring to sensitive types of surgeries and
medical treatments.

Another date that appears in each document is connected to geolocation, namely, the
courts involved. Since the population density is not equally distributed across the country
(which is likely the case for the majority of the countries in the world), a court operating in
a smaller county can be considered as a quasi-identifier. For example, if there is a hospital
involved in a case and the type of surgery is mentioned, in many cases, the name of the
institute can be easily re-identified. If any name of a settlement accidentally remains in
the text, the re-identification can be even easier. For example, a particular issue in the
Hungarian language is that when a name of a settlement is referred as “something from
Xy settlement”, the name of that settlement is not written by capital letters but lower-case
letters. The human annotators tended to miss these data.

Another quasi-identifier would be when a natural or artificial formation type (e.g.,
reservoir, lake, cave, river, mine etc.) is mentioned in the text even if the name of it is
completely removed. Since the region of the case is known from the court, these formations
can be unique identifiers. There was a case where the starting characters of the settlements
involved remained in the text, alongside the term reservoir of the river XY. Since there
is only one of this, the settlements could easily be identified. The text also contained
fragments from parcel numbers, thus the owners could be identified from these data.

The profession could be another quasi-identifier that can seriously reduce the equiv-
alence class size, hence increasing the risk of de-anonymization. For example, there was
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a case in which academic members were involved. In itself, this information reduces the
equivalence class size to around 300. The case mentioned the scientific domain alongside
the monograms of these people, giving more than enough information to de-anonymize
the parties.

In case of companies, the scope of activities could also be a potential identifier. Even if
this information would not identify a company uniquely, knowing the date when it started
and in which city would provide enough information to do so, as we found in another
criminal case. Since the members of one company can be listed even historically in the
Hungarian Company Database, it is relatively easy to find the accused people. In this case,
many fragments of bank account numbers were also available alongside the name of the
banks, providing additional information.

Using a good name entity recognition together with a non-appropriate anonymization
technique can be a double-shaped blade. There was an example case in the published
data, where a masking technique anonymized the hospital’s name as “U... Rt.”. From this
masked name, we have three pieces of information. First, the presence of the “...” refers to
the fact that these data are a direct identifier. Secondly, the medical treatment was made in a
private hospital because “Rt” means public limited company, and we know the company’s
starting letter. There were only two different medical service companies in Hungary at
that time, which name starts with U, but only one of them is authorized to perform such
medical treatment. However, if the name of the hospital had only been generalized or
suppressed perfectly, we could have not looked this information up in the Hungarian
Company database.

We have provided some examples of how only the company type, the location of the
company, and the date of registration can reduce the equivalence class sizes. The results
can be seen in Figure 7. Knowing these three pieces of information reduces the equivalence
class sizes so drastically that only Budapest could make this value above 10,000 equivalence
class size compared to the whole country. Even in the case of the cities with the largest
population after Budapest (Debrecen, Miskolc, Szeged, Győr), the size of the equivalence
class reached, at most, 400.

Figure 7. The image shows the risk if the company form is published together with the date of the
registration, in the case if the headquarters is known or unknown from the corpus. The blue bar
shows the total number of the registered active or inactive Ltds in Hungary or in the given city.
The orange bar plots those Ltds, which are registered in 2018 [80].

To sum up the results, it can be stated that the type of quasi-identifiers is broad not
only in domain (from dates to natural formation types) but also in their nature (simple
nouns to chain of events).

The risk of re-identification dramatically increases when the case can be connected to
time and location, and all documents are connected to a court, and it has been year at least
since the case started, as these data must be published according to the current regulation.
Generally, following common sense, all data, which is rare in some sense, increases this
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risk. The cases highlighted in this section showed that mentioning exact dates and starting
letters should be avoided, since these additional pieces of information reduce equivalence
class sizes drastically. Nevertheless, the risk of re-identification should be estimated by
involving as many quasi-identifiers as possible from the given text since considering
these data together, there may already be enough information for de-anonymization. The
question arises: how could be this risk quantified? We are pursuing the answer for this
question in the following section.

5.5. Quantifying Risk

Intuitively, it can be stated that not all quasi-identifiers have the same “strength”,
“danger-factor” or the same information content as far as de-anonymization is concerned.

In Information Theory, the metric for measuring information is entropy. Shannon
Entropy has been defined in Definition 9.

Theorem 9 (Shannon Entropy [81]).

HS = −
N

∑
n=1

pi · log2 pi (2)

where P = (p1, p2, ...pN) is a discrete probability distribution and pi ≥ 0 and ∑N
n=1 pi = 1

Entropy is measured in bits. Assuming that we have an equivalence class with size
N and all members of this class occur with the same probability, by picking randomly,
on average, log2N guesses have to be made to find a certain element from that equivalence
class and log2N is equal to the Shannon Entropy. If the entities from an equivalence class
do not have the same probability for being the element to be found, the entropy will be
lower; in case when it is known, H = 0 stands. This means that a theoretical maximum
entropy can be calculated, assuming that the attacker is performing random picking on the
equivalence class.

The size of an equivalence class could be gathered from demographic statistics or
other publicly available data sources such as company databases, medical databases, voters
registration list and so forth.

In case the exact size of the equivalence class characterized by the extracted set of
quasi-identifiers is not known, by calculating conditional probabilities or applying Bayes’
Theorem [82] it is possible to estimate the size of this equivalence class.

Theorem 10 (Conditional probability [83]).

P(A/B) =
P(A ∩ B)

P(B)
(3)

Theorem 11 (Bayes’ Theorem [82,83]).

P(A/B) =
P(A) · P(B/A)

P(B)
(4)

However, the easiest solution would be to assume that A1, A2, ...Ai probability vari-
ables are independent to each other, and the conditional probabilities of these attributes can
be calculated as: P(A1 ∩ A2 ∩ ... ∩ Ai) = P(A1)P(A2)...P(Ai). Although the independence
is not true in many cases, this simple equation could be easily used as an estimation in
many cases.

Hence, by extracting and linking attributes to a specific person and estimating the
equivalence class size of all these attributes occurring together, the entropy can be estimated
as well. However, it is important to point out that by performing the estimation using more
parameters, the level of potential error also increases, and with it the variance of potential
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information content also increases. For instance, in two cases having equal equivalence
class sizes but one has been estimated using two attributes and the other has been estimated
using four, it is expected that the latter scenario can be riskier in terms of de-anonymization.

Figure 8 shows the connection between entropy and risk.

Figure 8. Connection between entropy and risk.

According to our understanding, the risk as function of entropy is such that by
decreasing entropy (by knowing more of a specific person) the risk increases.

Since there is no case when the probability of de-anonymization is zero, the de-
identification process must aim to raise the entropy of the set of quasi-identifiers above a
certain threshold.

5.6. The Threshold

As Figure 8 suggests, there is a threshold dividing the acceptable and high-risk regions.
The question is, then, what is a reasonable choice as a threshold value? The answer is, it
depends on the actual application. The authors of [34] suggested a weighting for attributes
based on the count of non-zero elements of an attribute and define a condition for attribute
sparsity (Definition 13). Since, in our case, the real size of the equivalence class usually
cannot be determined using the set of legal documents but requires other publicly available
databases, the definitions have been modified accordingly.

Theorem 12 (Weight of an attribute [34]). “A weight of an attribute is wi =
1

log2 N where N is
the size of the equivalence class”.

Theorem 13 (t-sparsity [34]). “An attribute is t-rare if wi =
1

log2 N ≥ t where N is the size of the
equivalence class and t is a threshold value, 0 < t ≤ 1”.

In the Netflix case study in [34], t = 0.07 and t = 0.075 have been used as sparsity
values, suggesting approx. 20,000 and 10,000 equivalence class sizes, 13.33 and 14.29 bits of
entropy, respectively.

In [79], a rule of thumb has been mentioned in terms or equivalence class sizes: 0.5%
of the population that would mean 48,850 in Hungary (approx. 15.6 bit or entropy). The
presentation has mentioned examples, such as settlements under 10,000 population or
the population above the age of 85 being considered dangerous, hence an anonymization
method (generalization or suppression) has to be applied in these cases.

To provide some examples, entropy values and weights for attributes have been
calculated and presented in Table 1. Surprisingly, 33 bits of information are enough to
identify someone uniquely from the world’s population [33].
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Table 1. “33 bits of entropy are sufficient to identify an individual uniquely among the world’s
population” [33].

H (bit) w (1/bit)

World’s population 32.86 0.03
Hungary’s population 23.22 0.04
Budapest’s population 20.74 0.05

Age 85+ 17.61 0.06
Medical doctors 15.33 0.07

Professional football player 10.19 0.10
Nr. of companies 20.28 0.05

Nr. of Ltds 19.54 0.05
Nr. of Ltds founded in 2018 13.63 0.07

Nr. of Ltds founded in Jan 2018 10.26 0.10
Hungarian Academy of Sciences (HAS) member 8.15 0.12

Member of HAS in Engineering 4.91 0.20

From the point of view of the data owner, it is crucial to know or at least to estimate
the information gain when an additional attribute is known. This information gain appears
on the attacker’s side.

Theorem 14 (Information gain [83]).

IG(Y/X) = H(Y)− H(Y/X) (5)

where IG is the information gain on the event Y if X is given, H(Y) is the entropy of event Y and
H(Y/X) is the conditional entropy of the event Y given event X.

Theorem 15 (Conditional entropy [83]).

H(Y/X) = ∑
x∈X,y∈Y

p(x, y) · log(
p(x, y)
p(x)

) (6)

alternatively,
H(Y/X) = ∑

j
P(X = v) · H(Y|X = v) (7)

where H(Y/X) is the conditional entropy of the event Y given event X, P(X = v) is the probability of
event X taking the value v, H(Y|X = v) is the entropy of event Y if event X takes the value v.

Denote by X and Y that there is an additional attribute and there is a person in the
legal text. In legal texts, usually, not only the attribute X is mentioned, but so is a certain
value of it, denoted by v. If it is possible, H(Y/X = v) has to be calculated to see how the
additional information decreases the complexity of the given problem. In case it is not
possible, the entropy of event X = v can be estimated by considering event X generally,
since H(Y/X = v) ≤ H(Y/X). In a worst-case scenario for the attacker, if we consider the
probability distribution of X as uniform, the conditional entropy H(Y/X) will have the
highest value of all other distributions. It can be seen that from the data owner’s point of
view this is the best-case scenario so this is a weak estimation. Despite that, this estimation
still can be useful, since, if in the worst-case scenario for the attacker, the entropy of the
problem decreases under the threshold value, it can be stated that an attacker is likely to
have enough information to re-identify data. Another possibility for estimation would
be, when the probability distribution of event X is not uniform, but the most probable
values are known with their probabilities. In this case, the minimum entropy would be
Hmin(X) = −pi · log2 pi where i denotes the most probable element of the distribution. It is
clear that in this case Hmin(X) ≤ H(X).
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In Table 2, some examples have been provided to show how much a given problem
could be simplified by a piece of additional information. The calculations assume that
both the problem and the additional information (e.g., the monograms) are uniformly
distributed. Despite the fact that the Hungarian alphabet is 44 letters, we took that into
account with only 40 letters during the calculations, not counting the letters q, w, x, y, which
are extremely rare in the Hungarian language as starting letters. During the calculations,
the full English alphabet was taken into account.

If the entropy of a problem is known and it can be estimated that how much a piece of
additional information reduces the fraction of the equivalence class size, the entropies can
be just subtracted from each other since loga(b/c) = logab − logac.

If there is a case mentioning the two-letter monogram of a witness and provides the
additional information that he/she is an academic member, it is highly probable that the
person can be identified, since knowing that someone is an academic member means 8.15
bits of entropy and subtracting 10.64 bits for knowing the monogram would result in
negative entropy, and zero entropy would mean that the person has been identified. When
we consider the difference between the entropy of Nr. of Ltds founded in 2018 and Nr. of
Ltds founded in January 2018 from Table 1, we can learn that the difference is 3.37 bits,
which is close to the value of 3.58 bits potential information gain presented in Table 2.

Table 2. Possible information gains when additional information is known.

Information Gain

Sex 1
Month, when year given 3.58

1 year from 30 years range 4.91
Year and month in 30 years range 8.49

Year, month day from 30 years range 13.42
Monogram Hungarian (1 letter) 5.32
Monogram Hungarian (2 letters) 10.64
Monogram Hungarian (3 letters) 15.97

Monogram English (1 letter) 4.70
Monogram English (2 letters) 9.40
Monogram English (3 letters) 14.10

6. Automatized Workflows for Pseudonymization

Using an automatized named entity recognition workflow is not enough to comply
with the GDPR. The importance of different pseudo identifiers must be considered during
the anonymization workflow. The available automatized pseudonymization applications
should be improved using different methodologies such as event recognition, semantic
role labeling and risk analysis to create effective pseudonymization tools (Figure 9). In this
section, the parts of the process are described.

Given a legal text, finding direct and as many quasi-identifiers as possible is the first step
towards the pseudonymized legal document. This is carried out by recognizing these entities
from the text. This process is also known as Named Entity Recognition (NER) [84–86]. There
is a vast number of anonymizer solutions that are based on NER models [2,25,58,66,67,87–89].
As a consequence, the performance of the NER model used in any anonymization architecture
highly influences the performance of the anonymization solution [25]. However, it is important
to note here that finding direct identifiers is a necessary but not a sufficient condition for
anonymization [14–16]. Finding pseudo-identifiers is also important, but the range of quasi-
identifiers can be wide due to the nature of legal texts. This is because a part of a legal case,
namely the matter of fact, describes the whole story of the parties in detail, and, usually, this
part is full of quasi-identifiers that are hard to discover automatically. In practice, finding all
types of quasi-identifiers is a very difficult task and the selection of quasi-identifiers should be
preceded by a careful risk analysis.
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Figure 9. Named Entity Recognition should be extended with Named Entity Linking, Event Recogni-
tion and Semantic Role Labeling to realize a GDPR compatible pseudonymization framework for
legal cases.

In contrast to medical records, at this stage, the extracted data cannot be put into
tabular format to perform risk analysis. This is because medical health records generally
contain information about one person but this is not the case in a legal document. Usually,
there are two sides (plaintiff and defendant) and there could be more people involved on
each side. The case could also mention other people involved indirectly, e.g., witnesses,
doctors, visited places.

To solve this issue, the extracted name-typed named entities (e.g., name of person
or institute) have to be connected to the other extracted entities (dates, age, profession,
etc.). One possible solution to perform such identification of connections would be via
dependency parsing. Once entities have been extracted, wherever possible, an equivalence
class size has to be assigned to each entity, either by using a knowledge base or by looking
up tables of statistics. This part of the process is denominated as Named Entity Linking [90]
in Figure 9.

Since the importance of events as quasi-identifiers has been emphasized in this study,
the events have to be extracted from the texts alongside the arguments of these events. This
process is known as Event Extraction [76,77,91–93].

The task of specifying “who did what to whom where and why” from text is called
Semantic Role Labeling [94]. It is important to point out that from the anonymization point
of view, classification of events based on their rarity is more important than finding all the
answers to the questions mentioned above. Nevertheless, these answers could lead to a
better rarity estimation.

As a result of this stage, all extracted information can be stored in a matrix where
each row refers to a name-typed entity and each column to a specific attribute of this entity.
Motwani and Nabar have shown that it is possible to transform unstructured data into a
relational database format containing only zeroes and ones, which is sparse [24].

Once these data have been collected, the risk analysis is the next task. By risk analysis,
we mean estimation of equivalence class sizes of each attribute connected to a specific
named entity (e.g., Person type) by using knowledge bases and/or demographic statistics,
or third-party databases. In the case of events, the focus is on estimating rarity similarly
to the non-event type entities. From these data, the risk could be estimated by calculating
entropy values for each data extracted from the text and, more importantly, to the collection
of these data and comparing them to a given threshold.

The next step is transforming the data. This step is the application of anonymization
techniques such as generalization, masking, slicing, suppressing, etc., on the extracted data.
By these techniques, the risk of re-identification is decreased. The modified entities then
have to be put into the document, replacing the extracted forms.

As a final step, the validation of the anonymized document is made from two aspects.
On one hand, the likeliness of re-identification and, on the other hand, the intelligibility of
the document. This is important in legal decisions, since, for example, if every entity were
replaced by “...” characters, the text would become confusing due to the relatively high
number of participants in a legal case.

Should the anonymized text fail on validation, the whole procedure is repeated from
the risk analysis step until the termination condition is met.
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About the Feasibility of a GDPR Compatible Automatized Pseudonymization Framework

By using the technologies suggested in Section 6, the chances of identifying the people
involved in a case can be significantly reduced. To achieve a GDPR-compatible anonymiza-
tion process, which means that all of the involved people have been de-identified, each step
(Named Entity Recognition, Event Recognition, Semantic Role Labeling, etc.) must work
with very high efficiency. We can think it over in the following example, which considers
only the importance of the NER from the tools as mentioned earlier. If one has a NER
model that recognizes the sensitive entities with 99% accuracy, and there are 20 entities in
the text, which should be identified, the probability that at least one entity (quasi-identifier)
will remain in the document is still significant: 1 − 0.9920 = 18.2%. This is why one of the
pillars of the TILD methodology [27] is to test the anonymization systems via motivated
intruder testing involving humans [95]. Most of the state-of-the-art pseudonymization
tools use the NER to create a pseudonymized document only. This does not ensure that
some person can be re-identified after some specific event. On the other hand, if all of these
entities are replaced, these entities should be replaced with some other words that fulfill
the grammatical role of the original text in order to preserve the information in the content
and the clarity of the text. This justifies that a good semantical analysis can improve the
quality of the pseudonymization process.

The conclusion is that data owners have to accept that legal cases may not be fully
anonymized, only pseudonymized with an acceptable risk [33,34,49]. Data owners can
reduce the chance of a successful attack by conducting a risk analysis and applying the
proposed pseudonymization technologies presented in this section. The existing risk
analysis methodologies are based on databases, where the distribution of the information
is symmetrical, such as medical databases, where every record has the same properties.
Legal documents are unstructured sources of possible quasi-identifiers. The database built
from the linking documents is a large, asymmetrical dataset, which should be considered
to create different and more effective risk analysis and pseudonymization algorithms.

7. Conclusions

The digitalized, openly accessible court decisions have a fundamental role in im-
proving the decision-making processes and making the administration of judicial systems
more transparent. The GDPR forms strict regulations for openly publishing private data.
Therefore, the published data of the mentioned parties of the court decisions should be
pseudonymized. During the pseudonymization process, the direct and indirect identi-
fiers are masked, generalized, or replaced by taxonomies. The main difference between
anonymization and pseudonymization is that the latter process is reversible. However,
anonymizing the data can often destroy the utility of the published data.

Many automatized solutions have been developed in the different EU member states
to accelerate the solution of this process. Most of these tools use modern named entity
recognition-based methods to classify, mask or generalize the direct identifiers. Therefore,
the solutions mentioned above pseudonymize these documents only. Nevertheless, these
tools do not take risks and the utilizability of the pseudonymized data into consideration.
The legal documents are unstructured texts where the information-loss after removing
the different parts of the sentence should be considered. Privacy-preserving publishing
can be achieved by the application of differential privacy algorithms, as in the case of
public health data. However, the structure and the information content of a legal case
greatly differs from health records, where the same type of data represents every individual.
In legal documents, a wide range of attributes of different kind are available, referring
to the involved parties. Moreover, legal documents can contain additional information
about the relations of the involved parties and rare events. Hence, the personal data can
be represented by a sparse matrix of the attributes. It has been shown that this kind of
anonymized data is inherently prone to de-anonymization.

Therefore, a named entity recognizer tool is essential to make a fair anonymization
process, but it is not enough. Named entity recognition, event recognition, semantic role
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linking, named entity linking should be used together with the anonymization algorithms
(k-anonymity, l-diversity, etc.) to quantify the level and the utility of the process. The
risk analysis can be performed by using statistical methods and entropy by estimating
equivalence class sizes. To sum it up, due to the No Free Lunch Theorem [68–70], there is
no single easy solution that exists for anonymization that works for all approaches in all
possible scenarios.
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Abstract: A novel computational method to evaluate the Sommerfeld integral (SI) efficiently and
accurately is presented. The method rewrites the SI into two parts, applying discrete complex image
method (DCIM) to evaluate the infinite integral while using double exponential quadrature rules (DE
rules) for the computation of the finite part. Estimation of signal parameters via rotational invariance
techniques (ESPRIT) is used to improve the accuracy and efficiency of extracting DCIM compared
to the generalized pencil of function (GPOF). Due to the symmetry of the horizontal layered media,
the Green function, representing the seismic fields due to a point source, can be written in the form
of Sommerfeld integral in cylindrical coordinate system and be calculated by the proposed method.
The performance of the method is then compared to the DE rules with weighted average partition
extrapolation (WA), which shows a good agreement, with computational time reduced by about 40%.

Keywords: DE rules; Green function; DCIM; Sommerfeld integral

1. Introduction

Green function for the horizontal layered seismic field is usually derived by reflec-
tivity method, which was proposed by Fuchs and Müller [1] and extended to many other
kinds [2], like reflection and transmission coefficient matrix method [3], discrete wavenum-
ber method [4], discrete wavenumber finite element method [5], and generalized reflection
transmission coefficient matrix method [6]. In the frequency domain, the Green function,
derived by the reflectivity method, can be written in the Sommerfeld integral form in
cylindrical coordinate system for symmetrical media.

It is well known that the numerical evaluation of Sommerfeld integral (SI) is com-
putationally expensive due to the oscillatory and slow convergence of the integrands. To
overcome this problem, several approaches have been proposed, which can be divided into
two main categories: one is the approximation of the spatial domain Green functions in
a closed form where no numerical integration is needed, and the other is the numerical
integration of SI in conjunction with some acceleration techniques [7]. Within the first
category, discrete complex image method (DCIM), which approximates the integrand of
Sommerfeld integral by a series of complex exponential functions, is commonly used for
the advantages of high computational efficiency, but it needs to handle the surface wave
poles contributions, which not only makes the computation complicated but also brings
singularity to the near region [8], and also the calculation accuracy and effective range
are difficult to be accurately estimated. For the latter category, the common practice is
dividing the whole Sommerfeld integral into two parts: the first part is the path to bypass
the singularity; the second part, the path to infinity, is the Sommerfeld tail integral. The

Symmetry 2021, 13, 1969. https://doi.org/10.3390/sym13101969 https://www.mdpi.com/journal/symmetry587



Symmetry 2021, 13, 1969

finite-range integrals may readily be evaluated by the Gauss–Jacobi quadrature [9] or by
the double-exponential (DE) rule [10,11]. Mosig first used DE rules to calculate Sommer-
feld integrals in [11,12] which indicated its validity of suppressing endpoint singularities.
The calculation of tail integral is difficult to converge due to Bessel’s oscillation and slow
attenuation characteristics, so this kind of method generally requires extrapolation to
accelerate convergence. The WA method has shown higher levels of convergence among
various extrapolation methods [13–15]. This kind of method does not need to strictly
locate the position of singularity in Sommerfeld integral but only needs to ensure that the
first integral path avoids all the singularities. It has good adaptability and controllable
numerical accuracy; however, this depends on the number of intervals (n) that are chosen
to evaluate the tail region. The computational time also rapidly increases as the value of (n)
increases [16]. Given the advantages and disadvantages of these two methods, we propose
a method by combining DE rules and DCIM to calculate Sommerfeld integral.

This paper first presents the Green function of a point source in a multilayer half-space
in Section 3, explaining the mathematical manipulation required to obtain the solution as a
Sommerfeld integral form in the frequency domain; it then describes the principle of the
proposed method with DE quadrature rules and DCIM in Section 4; finally, it corroborates
the correctness of the algorithm by the frequency responses obtained from the proposed
approach with those where DE rules and WA partition-extrapolation are used for half-space
model, and the finite element method is used for three layers model.

2. Seismic Wave Equation and Green Function

2.1. Seismic Wave Equation

The propagation of seismic wavefield in the time domain can be simplified by the
following three-dimensional acoustic wave equation:

∇2u(x, y, z, t) =
1

v(x, y, z)2
∂2u(x, y, z, t)

∂t2 + f (x, y, z, t) (1)

where u (x, y, z, t), v (x, y, z, t), and f (x, y, z, t) represent displacement, velocity, and source
term, respectively. f (x, y, z, t) = −δ(x − xs, y − ys, z − zs)s(t), s(t) is the wavelet, and
Ricker wavelet is used in this paper; and δ(x − xs, y − ys, z − zs) is the Dirac function at
the source point (xs, ys, zs).

By Fourier-transform of Equation (1), the two-dimensional acoustic wave equation in
frequency domain is obtained, and therefore, Green function for the problem is defined by
the following equation:

∇2G(x, y, z, ω) + k2G(x, y, z, ω) = F(x, y, z, ω) (2)

where, G denotes the Green function, F(x, y, z, ω) = −δ(x − xs, y − ys, z − zs)S(ω) is the
source term in the frequency domain, k(x, y, z) = ω/v is wave number, S(ω) is Ricker
wavelet in the frequency domain, and ω is the angular frequency.

However, the underground medium is always viscous, which leads to wave energy
loss and phase change in the process of propagation. The visco-acoustic wave equation
is established to better describe the propagation of the seismic waves in this viscous
medium, which is the same form as Equation (2), but the complex velocity is introduced
to simulate the viscous effect [17–19]. The reciprocal of complex velocity is defined as
1
ṽ = 1

v

(
1 − j

2Q

)
[18], where Q is quality factor, so the complex wavenumber is set to be

k = ω
v

(
1 − j

2Q

)
, j =

√−1. In this paper, the value Q generated by Li Qingzhong’s empirical
formula is used for numerical simulation [20]

Q = 14 × (v/1000.0)2.2 (3)
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2.2. Green Function in Full-Space

The Green function of Equation (2) in homogeneous full-space can be expressed as

G(x, y, z, ω) =
S(ω)e−ik1R

4πR
(4)

where R =
√
(x − xs)

2 + (y − ys)
2 + (z − zs)

2, S(ω) is Ricker wavelet in the frequency
domain, ω is the angular frequency, and k1 is the wavenumber of the medium. The above
formula can be rewritten in the Sommerfeld integral form in cylindrical coordinate system:

S(ω)e−ik1R

4πR
=

S(ω)

4π

∫ ∞

0

m
m1

e−m1|z−zs | J0(mr)dm (5)

where r =
√
(x − xs)

2 + (y − ys)
2, m1 =

√
m2 − k1

2.

2.3. Green Function in Layered Half-Space

Consider n layers symmetric structure of homogeneous medium defined by interfaces
located at z1, z2, · · · , zn−1, as shown in Figure 1. The density of each layer is ρ1, ρ2, · · · , ρn;
and the velocity is v1, v2, · · · , vn. In this paper, the source is placed in the second layer.

 
Figure 1. n layers structure of homogeneous medium.

Each layer satisfies the acoustic Equation (2) with parameters of the Green function G,
wavenumber k, velocity v, density ρ, layer thickness h, and quality factor Q, respectively.
We obtain the equations as follows:

∇2Gi + ki
2Gi = 0, i = 1, 3, · · · , n (6)

∇2Gi + ki
2Gi = −S(ω)δ(R − R0) i = 2 (7)

where ki =
ω
vi

(
1 − j

2Q

)
, j =

√−1.
At the interface, the pressure Pi = ρiGi as well as the gradient of the potential for the

vertical direction ∂Gi
∂zi

are continuous [21]. Therefore, the following boundary conditions
can be imposed on the Green function

∂Gi
∂z

=
∂Gi+1

∂z
, ρiGi = ρi+1Gi+1, (i = 1, 2, · · · , n − 1) (8)
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The solutions of Equations (6) and (7) can be regarded as the summation of separate
up-going and down-going waves, and therefore, it can be written in the form of Sommerfeld
integral in cylindrical coordinate system as follows:

Gi =
S(ω)

4π

∫ ∞

0

(
Ciemiz + Die−miz

)
J0(mr)dm, i = 1, 3, · · · , n (9)

Gi =
S(ω)

4π

[
e−iki R

R
+
∫ ∞

0

(
Ciemiz + Die−miz

)
J0(mr)dm

]
, i = 2 (10)

where mi =
√

m2 − k2
i , k2

i = ω2

ṽi
2 , ṽi = vi

(
1 − j

2Qn

)
, i = 1, 2, · · · , n, j =

√−1. In

Equations (9) and (10), emiz and e−miz may be infinity. To maintain numerical stability,
rewrite Equations (9) and (10) into

Gi =
S(ω)

4π

∫ ∞

0

(
Ciemi(z−zi) + Die−mi(z−zi−1)

)
J0(mr)dm, i = 1, 3, · · · , n (11)

Gi =
S(ω)

4π

[
e−iki R

R
+
∫ ∞

0

(
Ciemi(z−zi) + Die−mi(z−zi−1)

)
J0(mr)dm

]
, i = 2 (12)

By using the boundary conditions (8), the unknowns C1, C2, D2, · · · , Ci, Di, · · · , Cn−1,
Dn−1, Dn in the above formula are solved. The coefficients of the source layer are derived
firstly, and other coefficients can be obtained by recursion; then, the expression of the Green
function of the layered medium is obtained.

D2 =
m
m2

Hd∗
2

(
Hu∗

3 e−m2|z2−zs |e−m2h2 − e−m2|z1−zs |
)

1 − Hu∗
3 Hd∗

2 e−2m2h2
(13)

C2 = −Hu∗
3

(
m
m2

e−m2|z2−zs | + D2e−m2h2

)
(14)

Di =
Di−1mi−1e−mi−1hi−1

(
1 + Hu∗

i
)

mi

(
1 + Hu∗

i+1e−2mihi

) (15)

Ci = −Hu∗
i+1Die−mihi (16)

where hi = zi+1 − zi , Hd
2 = ρ1m2

ρ2m1
, Hd∗

2 =
1−Hd

2
1+Hd

2
, Hu

n = ρnmn−1
ρn−1mn

, Hu∗
n = (1−Hu

n )
(1+Hu

n )
,

Hu∗
i+2 =

(1−Hu
i+2)

(1+Hu
i+2)

, Hu
i+2 =

ρi+2mi+1
mi+2ρi+1

(
1−Hu∗

i+3e−2mi+2hi+2
)

(
1+Hu∗

i+3e−2mi+2hi+2
) , i = 3, · · · , n − 1.

3. Methods

The expressions (11) and (12) contain Sommerfeld integrals, which is an infinite
integral with the highly oscillatory and slow-decaying kernel. In this paper, the partial
closed form of Sommerfeld integral is derived, and ESPRT is applied to extract DCIM,
while DE rules are used for the computation of the finite integration.

3.1. Partial Closed Form Expression

The Sommerfeld integration in Equations (11) and (12) can be written in the follow-
ing form:

I =
∫ ∞

0

m
mi

g(mi)e−mi |z−zs | J0(mr)dm =
∫ ∞

0
Γm J0(mr)dm (17)
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The integration is then divided into two parts,∫ ∞

0
Γm J0(mr)dm =

∫ p

0
Γm J0(mr)dm +

∫ ∞

p
Γm J0(mr)dm (18)

where p is a reasonably selected integral breakpoint. The second integral on the right side
of the Equation (18) can be asymptotically approximated and then be written as∫ ∞

p
Γm J0(mr)dm ≈

∫ ∞

0
Γ∞

m J0(mr)dm −
∫ p

0
Γ∞

m J0(mr)dm (19)

On substituting (19) in (18), we get

I ≈
∫ p

0
(Γm − Γ∞

m )J0(mr)dm +
∫ ∞

0
Γ∞

m J0(mr)dm (20)

The kernel function g(mi) in (17) can be approximated by an exponential function,

Γ∞
m = g(mi) · m

mi
e−mi |z−z′ | =

pb

∑
l=1

a(l) exp[b(l)mi] · m
mi

e−mi |z−z′ | (21)

where pb is the number of exponentials used for approximation. In this paper, the coef-
ficients a (l), b (l) are solved by the ESPRIT algorithm, which will be discussed in the
next section.

From the Sommerfeld identity expressed by formula (5), the closed form of the second
integral can be obtained,

∫ ∞

0
Γ∞

m J0(mr)dm =
pb

∑
l=1

a (l)
exp(−jkiRl)

Rl
(22)

where Rl =
√

r2 + [b (l)− |z − zs|]2, r =
√
(x − xs)

2 + (y − ys)
2, (xs, ys, zs) is the location

of the source.
The first part of the g(mi) function usually contains singularity, and the tail is smooth

and decays fast. Therefore, if the appropriate p value is selected, the approximate fitting
will be very accurate by avoiding the singular value in the front part. The finite integral
with singularity in (20) can be evaluated directly by the numerical integration method.
We choose DE quadrature rules here for integration with the advantage of dealing with
singular points and high precision.

3.2. ESPRIT Algorithm

The signal g(mi) can be sampled as [8]

mi = ki

[
T02 +

T01 − T02

T01
t
]

, 0 ≤ t ≤ T01 (23)

The value of T01 can be selected from 100~200, T02 usually set between 1~3, and in
this paper, T01 = 200, T02 = 2, t is an integer. According to the relationship m2 = m2

i + k2
i ,

the first sampling in m-plane is ki

√
1 + T2

02. Therefore, the approximation of g(mi) starts

from m = ki

√
1 + T2

02, and the parameter p in formula (20) should be set not less than

ki

√
1 + T2

02 to insure the integration accuracy.
Then the sampling sequence can be expressed as

g(mi) = y(t) ≈
pb

∑
l=1

A (l) exp[B (l)t] (24)
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The relation of A(l), B(l), and a (l), b (l) can be obtained from Equations (23) and (24).

pb

∑
l=1

a (l) exp[b (l)mi] =
pb

∑
l=1

A(l) exp[B(l)t] (25)

Then, the unknown coefficients a (l), b (l) in (24) are obtained.

b (l) =
B (l)T01

ki(T01 − T02)
(26)

a (l) = A (l) exp(b (l) · ki · T02) (27)

For the sampling sequence y(0), y(1), · · · , y(N − 1), a data matrix can be constructed:

Y =

⎡⎢⎢⎢⎣
y(0) y(1) · · · y(L)
y(1) y(2) · · · y(L + 1)

...
...

. . .
...

y(N − L − 1) y(N − L) · · · y(N − 1)

⎤⎥⎥⎥⎦
(N−L)×(L+1)

(28)

where N is the sample number, L is called the pencil parameter, and its value should be
between N/3 and N/2 [22].The data matrix Y can be decomposed by SVD,

Y = UΣVH =
[

Us Un
][ Σs 0

0 Σn

][
VH

s
VH

n

]
(29)

where U is (N − L)× (N − L) orthogonal matrix, and V is (L + 1)× (L + 1) orthogonal
matrix, Σ is (N − L)× (L + 1) diagonal matrix with main diagonal element σl , which is the
singular value of matrix Y. For signals without noise, Y has pb non-zero singular values
σl (l= 1,2,..., pb), and pb represents the highest order of the exponential signal of formula
(24). If the signal contains noise, mode number pb can be recorded by setting a minimum
threshold for σl .

Take out the first pb dominant right singular vectors in Vs matrix to form (L + 1)× pb
matrix V

pb
s .The last line of V

pb
s is deleted to obtain L × M matrix V1; the first line of V

pb
s is

deleted to get L × M matrix V2. Construct a matrix Ψ [23]

Ψ =
(

VH
1 V1

)−1
VH

1 V2 (30)

Find the eigenvalues λl of the matrix Ψ,

B (l) = log(λ l), l = 1, 2, · · · , pb (31)

For N sampled signals,

λ =

⎛⎜⎜⎜⎜⎝
1 1 · · · 1

λ1 λ2 · · · λpb
...

...
...

...
λN−1

1 λN−1
2 · · · λN−1

pb

⎞⎟⎟⎟⎟⎠, Y =

⎛⎜⎜⎜⎝
y(0)
y(1)

...
y(N − 1)

⎞⎟⎟⎟⎠, A =
[

A(1) A(2) · · · A(pb)
]

(32)

and
Y = λA (33)

According to the least square method, we can obtain

A =
(
λHλ

)−1
λHY (34)
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So far, the coefficients A (l) and B (l) are obtained. According to (22), (26), and (27),
the second part of Equation (20) is solved, and the integrand of the first part is gained, and
then DE rules are applied to compute the finite integral.

3.3. DE Rules

The double exponential transformation was first proposed by Takahasi and Mori in
1974 [16]. It can be seen from Equations (11)–(16) that the integration kernel is singular at
mi = ki. DE rules are insensitive to endpoint singularity and simple to program since the
weights and nodes are easily generated [12].

Consider the following form of integral:

I =
∫ 1

−1
f f (ξ)dξ (35)

Let a variable transform:

ξ = ϕ(t) and ϕ(−∞) = −1, ϕ(+∞) = 1 (36)

be applied into (35) so as to change the interval [−1, 1] into the infinite interval [−∞,+∞]

I =
∫ +∞

−∞
f f (ϕ(t))ϕ′(t)dt (37)

The DE rules are transformed by the tanh–sinh formula,

ϕ(t) = tanh(gs(t)) = tanh(sinh(t)) (38)

ϕ′(t) = gs′(t)sech2gs(t) =
cosh(t)

cosh2(sinh(t))
(39)

The standard trapezoidal rule for numerical integration is applied with h as grid
interval when the integral is defined on the interval [−∞,+∞], and n is the sample point,
which is truncated at ±N. Then we can approximate the definite integral via

I = h
∞

∑
n=−∞

f f (ϕ(nh))ϕ′(nh) ≈ h
N

∑
n=−N

ωn f f (ξn) (40)

with the nodes ξk and weights ωk defined as

ξn = 1 − δn, ωn = 2g′(nh)δn(1 − qn)
−1 (41)

where
δn = 2qn(1 + qn)

−1, qn = e−2gs(nh) (42)

For arbitrary integral interval [a, b] may be mapped onto [−1, 1] by the linear transfor-
mation ξ = σx + γ with σ = (a − b)/2, γ = (a + b)/2, which leads to∫ b

a
f f (ξ)dξ = σ

∫ 1

−1
f f (σx + γ)dx (43)

Hence, for an arbitrary interval [a, b], the nodes and weights become σξk + γ and σωk,
respectively, and (43) is transformed to

∫ b

a
f f (ξ)dξ ≈ σh

{
gs′(0) f f (γ) +

N

∑
n=1

ωn[ f f (a + σδn) + f f (b − σδn)]

}
(44)

As with any other quadrature rule, singularities of the integrand near the integration
path adversely affect the convergence. However, any singularities on the integration path

593



Symmetry 2021, 13, 1969

are easily treated by splitting the integration range so that the singularities are placed at
the endpoints [12]. Therefore, the integration path in the first part of Equation (20) should
be separated into (45) to ensure the convergence of the integration.

∫ p

0
(Γm − Γ∞

m )J0(mr)dm =

(∫ bk

0
+
∫ p

bk

)
(Γm − Γ∞

m )J0(mr)dm (45)

where breakpoint bk is set to the real part of wavenumber ki in this paper.

4. Results

In this section, the half-space model is designed to test the correctness of the proposed
method by comparing it with DE rules and partition-extrapolation WA algorithm [12],
which was well accepted and known as one of the most accurate and efficient ones. Finally,
the DE_DCIM method is utilized for the calculation of the Green function of the three-layer
model in comparison with the finite element method [24].

4.1. Half-Space

It is assumed that the size of the study area is 1410 m ∗ 1410 m ∗ 710 m; the sampling
interval in the horizontal and vertical directions is 10 m, taking the main frequency of 20 Hz
Ricker wavelet as the source; and the simulation frequency is 10 Hz (all the study areas in
the following are consistent with this study area). Consider a half-space defined by interface
z1 = 350 m, with a point source located at (xs, ys, zs) = (710 m, 710 m, 360 m). Assume
that the velocity and density parameters are set as v1 = 340 m/s, ρ1 = 0.00129 g/cm3,
v2 = 2000 m/s, ρ2 = 1.5 g/cm3. The integration path is divided into three segments, the

breakpoint bk= real(ω/ṽi), and the breakpoint p is set as ki

√
1 + (198 ∗ 5 ∗ T02/200)2.

Figure 2 shows the comparison of ESPRIT and GPOF methods to extract DCIM of
the lower half-space. g(m2) is defined by (13) and (14); sampling point t is defined in
(23). From Figure 2a, both methods gain a good fit with the original data, but the ESPRIT
method is slightly more accurate, with a fitting error less than 0.008, while GPOF [25] is
less than 0.014. Further, the time cost in computing half-space DCIM is also presented in
Table 1, which shows ESPRIT also reduces the calculation time. The more layers there are,
the more obvious time saving will be seen.

 
(a) (b) 

Sampling point t Sampling point t 

Er
ro

r g m  

Figure 2. Comparison of ESPRIT and GPOF results with original data. (a) Fitting results; (b) fitting error.

Table 1. Computation time comparison with different methods.

Method GPOF ESPRIT

Computation time 0.135 s 0.025 s
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Figure 3 shows the symmetrical wavefield of (x, ys, z) plane. Comparing the solution
of DE_DCIM and the numerical integration with DE_WA, the relative errors are shown
in (c) and (f). Excellent agreement is obtained with a relative error of real part less than
2.5 × 10−3 and of image part less than 5.8 × 10−4, which assesses the validity of the present
method. The calculation time of the half-space with different parameters is shown in Table 2.
It can be seen from Table 2 that the proposed DE_DCIM method reduced the computational
time by about 40% when compared to the DE_WA method, with ρ1 = ρ2 = 1.0 g/cm3.

    
(a) (b) (c) 

   
(d) (e) (f) 

Figure 3. Comparison of DE_DCIM and DE_WA solution in half-space. (a) real part of DE_DCIM solution; (b) real part of
DE_ WA solution; (c) real part of relative error between (a,b). (d) Imaginary part of DE_DCIM solution; (e) imaginary part
of DE_ WA solution; (f) imaginary part of relative error between (d,e).

Table 2. Computation time comparison with different parameters (computation of (x, ys, z) plane).

Method\Parameters
v1 = 340 m/s

v2 = 2000 m/s
v1 = 1000 m/s
v2 = 2000 m/s

v1 = 2000 m/s
v2 = 3000 m/s

DE_WA 91.2 s 67.8 s 57.6 s
DE_DCIM 50.8 s 38.9 s 32.5 s

Time saving 44.3% 42.6% 43.6%

4.2. Three-Layer Model

Consider a three-layer structure defined by two interfaces placed at z1 = 200 m,
z2 = 500 m, with a point source located at (xs, ys, zs) = (710 m, 710 m, 200 m). Assume that
the velocity and density parameters are set as v1 = 1000 m/s, ρ1 = 1.5 g/cm3, v2 = 2000 m/s,
ρ2 = 2.0 g/cm3, v3 = 3000 m/s, ρ3 = 3.0 g/cm3. The method in this paper is used to solve
the layered model, and the symmetrical wavefield, as shown in Figure 4, is obtained. It can
be seen from (a) and (d) that in the first layer, there are only up-going wave fields; in the
third layer, only down-going wave fields; and in the second layer, there are upward and
downward wave fields, which are mixed. Comparing with the FEM [24], the results are
consistent in shape, and there are some numerical differences. The relative error of the real
part is less than 0.09, and the imaginary part is less than 0.04. Figure 4 also indicates that it
is correct to calculate the layered space wave field according to Formulas (11) and (12).
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(a) (b) (c) 

   
(d) (e) (f) 

Figure 4. Comparison of the wavefield of 3-layer model (DE_DCIM method and FEM method). (a) Real part of DE_DCIM
solution; (b) real part of FEM solution; (c) real part of relative error between (a,b). (d) Imaginary part of DE_DCIM solution;
(e) imaginary part of FEM solution; (f) imaginary part of relative error between (d,e).

To show the advantage of DE_DCIM over DCIM for accuracy, consider the three-layer
structure defined above with a point source located at (xs, ys, zs) = (0 m, 710 m, 200 m).
Figure 5 compares the solutions of DE_WA, DE_DCIM, and DCIM in line (x, ys, zs). The
three-level DCIM with surface wave extraction [26] is adopted. It can be observed in the
figure that the DE_DCIM result is more accurate than the three-level DCIM for about
two orders of magnitude when both compared to DE_WA, especially when the distance
between source and field point is large. As discussed in reference [27], for multilayer media,
it is very difficult to find surface wave poles, and the inaccurate extraction of the surface
wave will bring unpredictable errors to the results.

 

Figure 5. The results of log10|G| and relative errors in line (x, ys, zs) of 3-layer model.

5. Conclusions

Sommerfeld integral is included in the Green function for the seismic field in horizontal
layered half-space. The numerical technique is used to compute the Sommerfeld integrals
by deriving the integral into two parts, the infinite integral part and the finite integral part,
and by applying DE quadrature rules to evaluate the finite part and DCIM to calculate the
infinite part. Compared with the DE_WA method, the new method can get an accurate
result with a relative error less than 2.5 × 10−3 and increase time saving by about 40%. The
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ESPRIT method is introduced to extract DCIM for better accuracy and efficiency. Finally, the
fast numerical method is applied to the calculation of the seismic field in horizontal layered
half-space. The method in this paper takes both efficiency and accuracy into account, and
theoretically, higher accuracy can be achieved by controlling the parameters.
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Abstract: The method of searching for an optimal solution inspired by nature is referred to as particle
swarm optimization. Differential evolution is a simple but effective EA for global optimization since
it has demonstrated strong convergence qualities and is relatively straightforward to comprehend.
The primary concerns of design engineers are that the traditional technique used in the design process
of a gas cyclone utilizes complex mathematical formulas and a sensitivity approach to obtain relevant
optimal design parameters. The motivation of this research effort is based on the desire to simplify
complex mathematical models and the sensitivity approach for gas cyclone design with the use of an
objective function, which is of the minimization type. The process makes use of the initial population
generated by the DE algorithm, and the stopping criterion of DE is set as the fitness value. When the
fitness value is not less than the current global best, the DE population is taken over by PSO. For each
iteration, the new velocity and position are updated in every generation until the optimal solution is
achieved. When using PSO independently, the adoption of a hybridised particle swarm optimization
method for the design of an optimum gas cyclone produced better results, with an overall efficiency
of 0.70, and with a low cost at the rate of 230 cost/s.

Keywords: particle swarm optimization (PSO); differential evolution (DE); gas cyclone; hybridised
particle swarm optimization; evolutionary algorithm

1. Introduction

Particle swarm optimization (PSO) and differential evolution (DE) are two stochastic,
population-based optimization EAs in evolutionary algorithms.

PSO was developed by Kennedy and Eberhart and was originally intended to simulate
social behaviour. Every solution in PSO is a “bird” in the search space [1]. However, when
the technique is implemented, it is referred to as a particle. All of the particles have fitness
values that the fitness function evaluates in order to optimize them, as well as velocities
that control their flight. The particles navigate through the problem space by following
the current best particles. Although the PSO algorithm has attracted a lot of attention in
the last decade, it unfortunately has a premature convergence issue, which is common
in complicated optimization problems. To improve PSO’s search performance, certain
strategies for adjusting parameters such as inertia weights and acceleration coefficients
have been developed.

Storn and Price [2] presented DE as a simple but effective EA for global optimization.
The DE method has progressively gained popularity and has been utilized in a variety
of practical applications, owing to its shown strong convergence qualities and ease of
understanding [3]. DE has been successfully applied in a variety of engineering disci-
plines [4–8]. The selected trial vector generation technique and related parameter values
have a significant impact on the performance of the traditional DE algorithm. Prema-
ture convergence can also be caused by poor methodology and parameter selection. DE
scholars have proposed a number of empirical guidelines and proposals for selecting trial
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vector generation techniques and their associated control parameter settings during the
last decade [9–12].

Despite the fact that PSO has been successfully applied to a wide range of challenges,
including test and real-world scenarios, it has faults that might cause the algorithm perfor-
mance to suffer. The major problem is a lack of diversity, which leads to a poor solution or
a slow convergence rate [13]. The hybridization of algorithms, in which two algorithms are
combined to generate a new algorithm, is one of the groups of modified algorithms used to
improve the performance. DE is applied to each particle for a certain number of iterations
in order to choose the best particle, which is then added to the population [14,15]. The
barebones DE [16] is a proposed hybrid version of PSO and DE. The evolving candidate
solution is created using DE or PSO and is based on a specified probability distribution [17].
In a hybrid metaheuristic [13], the strengths of both techniques are retained.

Cyclone separators are a low-cost and low-maintenance way of separating particulates
from air streams. A cyclone is made up of two parts: an upper cylindrical element called
the barrel and a lower conical part called the cone, as seen in Figure 1. The air stream enters
the barrel tangentially and goes downhill into the cone, generating an outer vortex. The
particles are separated from the air stream by a centrifugal force caused by the increased
air velocity in the outer vortex. When the air reaches the bottom of the cone, an inner
vortex forms, reversing the direction of the air and exiting out the top as clean air, while
particulates fall into the dust collection chamber attached to the bottom of the cyclone.

Figure 1. Schematic flow diagram of a cyclone [18].

The simulation of an optimum gas cyclone with low cost is the primary focus of this
research with the use of PSO, DE, and hybrid DEPSO algorithms using an objective function
which is of a minimization type. The efficient global optimization is a major advantage of
the DE algorithm. Furthermore, the diversity of the entire population is easily maintained
throughout the process, preventing individuals from falling into a local optimum. PSO,
on the other hand, has the advantage of a quick convergence speed. The best individual
particle across the entire iteration is saved to obtain the lowest fitness values. Combining
the benefits of DE and PSO, the use of a hybrid DEPSO strategy is proposed for this research
with the goal of fast convergence and efficient global optimization. The proposed DEPSO
method first reduces the search space using the DE algorithm, and then the obtained
populations are used as the initial population by the PSO to achieve a fast convergence rate
to a final global optimum. Moreover, DEPSO utilizes the crossover operator feature of DE
to improve the distribution of information between candidates, and based on the fitness
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function, the hybrid algorithm can determine the global minimum cost value much better
than the use of PSO alone due to its drawbacks, such as high computational complexity,
slow convergence, sensitivity to parameters, and so forth.

The overview of this paper is as follows:

- Sections 2 and 3 describe the PSO and DE algorithms, respectively.
- Section 4 provides insight about the DESPO algorithm.
- Section 5 gives a brief description about the gas cyclone device’s operation.
- Section 6 consists of the experimental results and performance evaluation of each

algorithm.
- Finally, Section 7 concludes the research work.

2. PSO

The theory behind particle swarm intelligence (PSO) is primarily nature-inspired,
emulating the behaviour of animal societies by following the member of the group that is
closest to the food source, such as flocks of birds and schools of fish. For example, a flock
of birds during food search will follow a member of the flock that is closest to the position
of the food source (the potential solution). This is achieved because of the simultaneous
interactions made with each member of the flock in search of the best position. This
continues until the food source is discovered (the best solution).

The PSO algorithm follows this process in search of the best solution to a given
problem. The algorithm consists of a swarm of particles in which each particle is a potential
solution, which usually leads to the best solution. This best solution is known as the global
best and is called g(t) or gbest.

After obtaining the two best values, the particle updates its velocity and positions
with Equations (1) and (2):

vi(t + 1) = wvi(t) + r1c1(Pi(t)− xi(t)) + r2c2(g(t)− xi(t)) (1)

xi(t + 1) = xi(t) + vi(t + 1) (2)

where:
w is inertia;
vi(t) is the particle velocity;
xi(t) is the current particle (solution);
Pi(t) and g(t) are defined as personal best and global best, respectively;
r1r2 are random numbers between (0,1);
c1c2 are learning factors;
i is the i-th particle.
The pseudo-code (Algorithm 1) and the flowchart (see Figure 2) of the procedure are

shown below.

Algorithm 1 PSO

Input: Objective function: fi; lower bound: lb; upper bound: ub; population size: Np; velocity: v;
dimension size: D; termination criterion: T; inertia weight: w; learning rates: c1 and c2.
Output: Return gbest as the best estimation of the global optimum
Initialize the controlling parameters
Population = Initialize Population (Np,D,ub,lb,v)
Evaluate the objective function, fi
Assign Pbest as Population and fpbest as fi
Identify the solution with the best fitness and assign that solution as gbest and fitness as fgbest
for t = 0 to T
for i = 0 to Np

601



Appl. Sci. 2021, 11, 9772

Calculate the velocity, vi of i-th particle
Calculate the new position, Xi of i-th particle
Bound Xi
Evaluate objective function fi of i-th particle
Update population using Xi and fi
if (fi < fpbest,i) then

Pbest,i = Xi
fbest,i = fi

end if

if (fPbest,i < fgbest) then

gbest = Pbest,i
fgbest = fpbest,i

end if

Update Inertia, w
end for

end for

Figure 2. Flowchart of PSO algorithm.
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3. DE

Similar to other evolutionary computation methods, DE starts with an initial pop-
ulation that is initialized randomly. After determining the population, a new candidate
individual is generated by applying mutation and crossover operators. This candidate
then becomes the input of the selection operator, and through a hard selection mechanism
between the candidate and the current member of the population, if the candidate is better
than the current member, it will enter the next generation; otherwise, the current member
remains in the population. Algorithm 2 is the pseudo-code of the standard DE. In the
algorithm, NP denotes the population size, D is the dimension size, F is the scaling factor,
Cr is the crossover rate, randint (1, D) is the random integer [1, D], and rand is the random
real number in [0, 1]. The main operator in DE is the mutation operator. These mutations
take advantage of diverse mechanisms and strategies for generating the donor vector. In
order to distinguish between DE variants, the notation DE/X/Y/Z is proposed by Storn
and Price, where DE denotes differential evolution, X denotes the base vector, Y denotes
number of difference vectors, and finally Z determines the type of crossover.

The pseudo-code and flowchart (see Figure 3) of the procedure is as follows.

Algorithm 2 Pseudo-code for classic differential evolution

Inputs: Fitness function: f; lb: lower bound; ub: upper bound: Np: population size; T: termination
criteria; F: scaling factor/mutation rate; Pc/Cr: crossover probability; D: dimension size.
Output: Best_Vector
Population = Initialize Population (Np,D,ub,lb)
while (T �= True) do

Best_Vector = Evaluate_Population (Population)
Vx = Select_Random_Vector (Population)

Index = Find_Index_of_Vector(Vx) //Specify row number of a vector
Select_Random_Vector (Population, v1,v2,v3)//where v1 �= v2 �= v3 �= vx
Vy = v1 + F (v2 – v3)// donor vector
for (i = 0;i + +;I < D – 1)//Loop for starting Crossover

operation
if (randj [0,1] < Cr) then

u[i] = vx[i]
else u[i] = vy[i]

end for //end crossover operation
if (f(u) ≤ f(vx)) then

Update Population (u, Index, Population)
end//While loop
return Best_Vector
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Figure 3. Flowchart of classic differential evolution.

4. Hybridised PSO

Hybridised PSO is a method that combines PSO with various classical and evolu-
tionary optimization algorithms to make use of the strengths of both approaches while
compensating for their flaws. DEPSO, a hybridised PSO which combines DE and PSO, is
the suggested hybridised PSO for this research.

DEPSO follows the same steps as the standard DE method until the trial vector is
created. If the trial vector meets the criteria, it is added to the population; otherwise, the
algorithm moves on to the PSO phase and creates a new candidate solution. Iteratively,
the technique is repeated until the optimal value is found. The incorporation of the PSO
phase generates a disturbance in the population, which aids in population diversification
and the output of an optimum solution. The following is an illustration of the algorithm’s
procedure [19]:

1. Population initialization: The individual x, with the population number NP, is randomly
generated to form an initial population in a D-dimensional space. All the individuals
should be generated within the bounds of the solution space. The initial individuals
are generated randomly in the range of the search space. Additionally, the associated
velocities of all particles in the population are generated randomly in the D-dimension
space. Therefore, the initial individuals and the initial velocity can be expressed as
follows [19]:
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Xi(0) = {xi,1(0), xi,2(0), . . . , xi,D(0)}
xi,j(0) = xmin + randi,j(0, 1) × (xmax − xmin)

Vi(0) =
{

vi,1(0), vi,2, . . . , vi,Np(0)
}

,

(3)

where 1 ≤ i ≤ Np ≤ j ≤ D, [xmin, xmax] is the range of the search space, and rand(0,1) is a
random number chosen between 0 and 1.

2. Iteration Loop of DE: The individual mutation operation is denoted as time t. By
randomly choosing three individuals from the previous population, the mutant
individual (t + 1) can be generated as [19]:

Vi (t + 1) = Xr1 (t) + F(Xr2 (t) − Xr3 (t)) (4)

where F is a differential weight between 0 and 1.

The crossover operation aims to construct a new population ui,(t + 1), which is chosen
from the current individuals and mutant individuals in order to increase the diversity of
the generated individuals [19]:

Ui (t + 1) = {ui,1 (t + 1) , ui,2 (t + 1) , · · · , ui ,D (t + 1)}

ui,j(t + 1)

{
vi(t + 1), i f rand (0, 1) ≤ Cr or j = jrand

xi(t), otherwise,

(5)

where rand(0, 1) is a random number chosen from 0 to 1, jrand is an integer chosen from 1
to D randomly, and Cr is a crossover parameter that is randomly chosen from 0 to 1.

In the selection operation, the crossover vector U(t+1) is compared to the target vector
Xi(t) by evaluating the fitness function value based on a greedy criterion, and the vector
with a smaller fitness value is selected as the next generation vector:

Xi(t + 1) =

{
Ui(t + 1), i f f (Xi(t)) ≥ f (Ui(t + 1))

Xi(t), otherwise,
(6)

The global best part is updated with the minimum fitness value (gbest) and the
personal-best part (pbest).

3. Iteration Loop of PSO: The velocity and position equations of individuals remains
unchanged and follows the earlier stated Equations of (1) and (2) respectively in page
3 as shown below:

vi(t + 1) = wvi(t) + r1c1(Pi(t)− xi(t)) + r2c2(g(t)− xi(t))

xi(t + 1) = xi(t) + vi(t + 1)

The pseudo code (Algorithm 3) and flowchart (see Figure 4) of DEPSO are shown below.
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Algorithm 3 DEPSO

Inputs: Fitness function: f; lb: lower bound; ub: upper bound; Np: population size; T: termination
criteria; F: scaling factor/mutation rate; Pc/Cr: crossover probability; D: dimension size; w:
inertia weight; learning rates: c1 and c2.
Output: BestVector
Population = Initialize Population (Np,D,ub,lb)
while (T �= True) do

Best_Vector = Evaluate_Population (Population)
Vx = Select_Random_Vector (Population)

Index = Find_Index_of_Vector(V x) //Specify row number of a vector
Select_Random_Vector (Population, v1,v2,v3)//where v1 �= v2 �=v3 �=vx
Vy = v1 + F (v2 − v3)//donor vector
for (i = 0; i + +; I < D − 1)//Loop for starting Crossover

operation
if (randj[0,1] < Cr) then

u[i] = vx[i]
else u[i] = vy[i]

end for //end crossover operation
if (f(u) ≤ f(vx)) then

Update Population (u, Index, Population)
else

for i = 0 to Np
Calculate the velocity, vi of i-th particle
Calculate the new position, Xi of i-th particle
Bound Xi
Evaluate objective function fi of i-th particle
Update population using Xi and fi
if (fi < fpbest,i) then

Pbest,i = Xi
fbest,i = fi

end if

if (fPbest,i < fgbest) then

gbest = Pbest,i
fgbest = fpbest,i
Update Population (u, Index, Population)
end if

Update Inertia, w
end for

end//While loop
return BestVector
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Figure 4. Flowchart of DEPSO.
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5. Gas Cyclone Design

Cyclones are devices used for sizing, classification, and screening of particulate ma-
terials in mixtures with fluid (gases or liquid). Cyclones come in many sizes and shapes
and have no moving parts. The mode of operation involves the process of subjecting the
flowing fluid to swirl around the cylindrical part of the device. They impact the cyclone
walls, fall down the cyclone wall (by gravity), and are collected in a hopper. The most
important parameter of a cyclone is its collection efficiency and the pressure drop across
the unit. Cyclone efficiency is increased through:

(a) Reduction in cyclone diameter, gas outlet diameter, and cone angle;
(b) Increasing the cyclone body length.

Capacity is, however, improved by increasing the cyclone diameter, inlet diameter,
and body length. Increasing the pressure drop give rise to:

• Increase in separation efficiency;
• Higher capacity;
• Decrease in the underflow to throughput ratio;
• Cleaner overflow.

The design parameters include:

- Feed rate Q m3/s;
- Cyclone diameter Dc, m;
- Set cut size dpc, μm;
- Cyclone efficiency;
- Cyclone pressure drop, DP;
- Cyclone geometry (D (cyclone diameter), De(vortex finder diameter), h(cylindrical

height), H(overall height), a(inlet height), b(inlet width), B(cone outlet diameter),
S(vortex finder height));

- Temperature, ◦C;
- Pressure, N/m2;
- Viscosity, Ns/m2;
- Density fluid, kg/m3;
- Mass median diameter MMD, (μm);
- Geometric standard deviation GSD, μm;
- Number of cyclones;
- Fluid density, kg/m3;
- Particle density, kg/m3.

Given the cyclone geometry (as shown in Figure 5) and the operating conditions, there
are five design parameters that can be specified for a design.

These parameters are:

1. Feed rate, Q;
2. Cyclone diameter, D;
3. Set cut size, dpc;
4. Cyclone efficiency;
5. Cyclone pressure drop, DP.

Cyclone geometry:

- a is the inlet height
- b is the inlet width
- D is the cyclone diameter
- De is the vortex finder diameter
- h is the cylindrical height
- B is the cone diameter
- H is the overall heightIt can be seen from
- S is the vortex finder height.
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Figure 5. The gas cyclone geometry.

5.1. Particle Cut-Off Size DPC

According to Wang et al. [20–22], cyclone performance depends on the geometry
and operating parameters of the cyclone, as well as the particle size distribution of the
entrained particulate matter. Several mathematical models have been developed to predict
cyclone performance. Lapple [23] developed a semi-empirical relationship to predict the
cut point of cyclones designed according to the classical cyclone design method, where
cyclone cut point is defined as the particle diameter corresponding to a 50% collection
efficiency. Wang et al. showed that Lapple’s approach did not discuss the effects of particle
size distribution on cyclone performance. The Lapple model was based on the terminal
velocity of particles in a cyclone [23]. From the theoretical analysis, Equation (7) was
derived to determine the smallest particle that will be collected by a cyclone if it enters at
the inside edge of the inlet duct:

dpc =

√
9μb

2ΠNeVi(ρp − ρg)
(7)

where:

dpc (cut-point) = diameter of the smallest particle that will be collected by the cyclone if it
enters on the inside edge of the inlet duct (μm);
μ = gas viscosity (kg/m/s);
b = width of inlet duct (m);
Ne = number of turns of the air stream in the cyclone;
Vi = gas inlet velocity (m/s);
ρp = particle density (kg/m3);
ρg = gas density (kg/m3).

5.2. Fractional Efficiency Calculation

The most important parameters in cyclone operation are pressure drop and collection
efficiency. The pressure drop is given by the difference between the static pressure at the
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cyclone entry and the exit tube. The fractional efficiency for the j-th particle size, according
to Lapple, is given as [23]:

ïj =
1

1 +
√

dpc
dpj

(8)

where:
dpc = diameter of the smallest particle that will be collected by the cyclone with

50% efficiency,
dpj = diameter of the j-th particle.
The overall collection efficiency of the cyclone is a weighted average of the collection

efficiencies for the various size ranges, namely:

ï = ∑
ïjmj

m
(9)

where:

ï = overall collection efficiency;
ïj = fractional efficiency for j-th particle size;
m = total mass of particle;
mj = mass of particle in the j-th particle size range.

5.3. Pressure Drop Calculation

The energy consumed in a cyclone is most frequently expressed as the pressure drop
across the cyclone. This pressure drop is the difference between the gas static pressure
measured at the inlet and outlet of the cyclone. Many models have been developed to
determine this pressure drop. Some of the commonly used equations to calculate the
pressure drop are:

(a) The Koch and Licht Pressure Drop Equation.

Koch and Licht (1977) expressed the cyclone pressure drop as

ΔP = 0.003ρgVi2 NΠ (10)

where:
ρg = gas density (lbm/ft3);
Vi = inlet velocity (ft/s);
NΠ = number of velocity heads (inches of water) and is expressed as

NΠ = K
(

a · b
D2

e

)
(11)

K = 16 for no inlet vane 7.5 with neutral inlet vane;
a, b = inlet height and width, respectively.

(b) The Ogawa Equation.

Another pressure drop equation due to Ogawa (1984) takes the form of

ΔP =
1
2

ρgViNΠ (12)

The prediction of the performance of the cyclone separators is a challenging problem
for the designers owing to the complexity of the internal aerodynamic process and dust
particles. Hence, modern numerical simulations are needed to solve this problem. Fluid
flows have long been mathematically described by a set of nonlinear, partial differential
equations, namely the Navier–Stokes equations.

A cyclone is required to remove carbon dust particles from affluent air coming from a
thermal power station at a rate of 5.0 m3/s at 65 ◦C. The dust particles are assumed to have
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a normal size distribution with an MMD of 20 μm and a GSD of 1.5 μm. For energy cost
consideration, the pressure drop in the cyclone is required to be not more than 1000 N/m2.
The density of the dust particle is 2250 kg/m3, and the cyclone is operating at atmospheric
pressure. To attain overall efficiency of 70% and above, the recommended required ge-
ometry/size and cut size of the cyclone are: Q = 5 m3/s, temp = 65 ◦C, MMD = 20 μm,
GSD = 15 μm, pressure 1000 N/m2, and ρ dust particle = 2250 kg/m2.

This study develops PSO, DE, and DEPSO models for the design optimization of a
5.0 m3/s gas cyclone instrument.

6. Results and Discussion

The cost of the operation of a gas cyclone is the primary problem set for this research,
instead of using two conflicting objective functions, namely efficiency and pressure drop.
In general, the total cost per unit will be a function of a fixed cost cyclone and the energy
cost of operating the cyclone:

Ct = Fixed cost + energy cost.
Assuming the cost of the cyclone depends on its diameter, the fixed cost can be

expressed as
Cfixed = fNeDc2/YH (13)

where:
f is an investment factor to allow for installation;
Dc is the cyclone diameter;
Ne is number of turns of the air stream in the cyclone;
H is the time worked per year;
Y is the number of years.
The energy cost is given by

Cenergy = QΔPCe (14)

where:
Q is the feed rate (m3/s);
ΔP is the pressure drop (Pa);
Ce is cost per unit energy.
Hence,

Ct = fNeβ1/YH + ρf εQ3 β2/2ao
2 bo

2N2 (15)

where:
β1 = [dpc

2(ρs − ρf)ΠNtNeQ/9aobo
2 μN]2/3;

β2 = [dpc
2(ρs − ρf)ΠNtQ/9aobo

2 μN]−4/3.
The objective function is of a minimization type, and the EC methods search for an

optimized cyclone geometry with low cost per unit. Using the table of parameters as shown
in Tables 1–9, the cost performance and overall efficiency of each of the algorithms are
shown in the figures below.

The following can be observed from the plots and tables below:

1. It can be seen from Table 10 that DEPSO at 1000 iterations with a particle size of 40 has
a cost-effective value of 230 naira/s, with an overall efficiency of 0.70.

2. It can also be seen from Table 10 and Figures 6–19 that the PSO algorithm fails to
provide any reasonable results when applied to complex optimization problems,
due to its premature convergence, high computational complexity, slow convergence,
sensitivity to parameters, and so forth. DEPSO solves this issue by utilizing the crossover
operator of DE to improve the distribution of information between candidate solutions.

3. In terms of the best efficiency at low cost for DE algorithm, at a particle size of 60 at
400 iterations, its cost and overall efficiency are 229.365 naira/s and 0.749, respectively,
as shown in Figures 10 and 11.
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4. In terms of the best efficiency at a low cost for the DEPSO algorithm, at a particle size
of 70 at 1000 iterations, its cost and overall efficiency are 249.192 naira/s and 0.786,
respectively, as shown in Figures 12 and 13.

5. As seen from Table 10, the DE algorithm’s lowest cost is 218.938 naira/s with an
overall efficiency of 0.716.

Table 1. Cyclone input data.

Parameters Value

Feed rate, Q 5.0
Particle size 1 0.00002
Particle size 2 0.0000015

Particle Density 2250
Viscosity 0.00002039

Delta pressure 1000
Particle mass 1 0.000056
Particle mass 2 0.000042

Number of particle range 1
Assumed natural length 2.078

Table 2. Investment/cost data.

Parameters Value

Investment factor 3.9
Number of years 10

Period of operation/year, (seconds) 0.0000015
Cost/square m of cyclone 20.5

Number of cyclone 1

Table 3. Parameters list with 40-particle size.

Parameters Value

Particle size 40
Dimensions 7

Probability of crossover range, Cr 0.5
Scaling factor 1.0

w 0.729
c1 2
c2 2

Table 4. Parameters list with 50-particle size.

Parameters Value

Particle size 50
Dimensions 7

Probability of crossover range, Cr 0.5
Scaling factor 1.0

w 0.729
c1 2
c2 2
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Figure 6. Cost performance of DE, DEPSO, and PSO algorithms at 40 particles.

Figure 7. Overall efficiency of DE, DEPSO, and PSO algorithms at 40 particles.

Figure 8. Cost performance of DE, DEPSO, and PSO algorithms at 50 particles.
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Figure 9. Overall efficiency of DE, DEPSO, and PSO algorithms at 50 particles.

Table 5. Parameters list with 60-particle size.

Parameters Value

Particle size 60
Dimensions 7

Probability of crossover range, Cr 0.5
Scaling factor 1.0

W 0.729
c1 2
c2 2

Figure 10. Cost performance of DE, DEPSO, and PSO algorithms at 60 particles.
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Figure 11. Overall efficiency of DE, DEPSO, and PSO algorithms at 60 particles.

Table 6. Parameters list with 70-particle size.

Parameters Value

Particle size 70
Dimensions 7

Probability of crossover range, Cr 0.5
Scaling factor 1.0

w 0.729
c1 2
c2 2

Figure 12. Cost performance of DE, DEPSO, and PSO algorithms at 70 particles.
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Figure 13. Overall efficiency of DE, DEPSO, and PSO algorithms at 70 particles.

Table 7. Parameters list with 80-particle size.

Parameters Value

Particle size 80
Dimensions 7

Probability of crossover range, Cr 0.5
Scaling factor 1.0

w 0.729
c1 2
c2 2

Figure 14. Cost performance of DE, DEPSO, and PSO algorithms at 80 particles.
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Figure 15. Overall efficiency of DE, DEPSO, and PSO algorithms at 80 particles.

Table 8. Parameters list with 90-particle size.

Parameters Value

Particle size 90
Dimensions 7

Probability of crossover range, Cr 0.5
Scaling factor 1.0

w 0.729
c1 2
c2 2

Figure 16. Cost performance of DE, DEPSO, and PSO algorithms at 90 particles.
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Figure 17. Overall efficiency of DE, DEPSO, and PSO algorithms at 90 particles.

Table 9. Parameters list with 100-particle size.

Parameters Value

Particle size 100
Dimensions 7

Probability of crossover range, Cr 0.5
Scaling factor 1.0

w 0.729
c1 2
c2 2

Figure 18. Cost performance of DE, DEPSO, and PSO algorithms at 100 particles.
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Figure 19. Overall efficiency of DE, DEPSO, and PSO algorithms at 100 particles.

Table 10. Lowest cost value.

PSO DE DEPSO

Cost
Overall

Efficiency
Cost

Overall
Efficiency

Cost
Overall

Efficiency

297.715 0.793 218.938 0.716 230 0.70

Iteration
Number 100–1000 1000 1000

Particle
Size 50–100 70 40

The optimized cyclone geometry, using PSO, DE, and hybrid DEPSO algorithms, is
shown in Tables 11–14 below.

Table 11. PSO parameters used for design parameter optimization.

Parameters Value

Maximum iteration 1000
Particle size 50
Dimensions 7

Probability of crossover range, Cr 0.5
Scaling factor 1.0

w 0.729
c1 2
c2 2

619



Appl. Sci. 2021, 11, 9772

Table 12. DE parameters used for design parameter optimization.

Parameters Value

Maximum iteration 1000
Particle size 70
Dimensions 7

Probability of crossover range, Cr 0.5
Scaling factor 1.0

w 0.729
c1 2
c2 2

Table 13. DEPSO Parameters used for design parameter optimization.

Parameters Value

Maximum iteration 1000
Particle size 40
Dimensions 7

Probability of crossover range, Cr 0.5
Scaling factor 1.0

w 0.729
c1 2
c2 2

Table 14. Design parameters.

Design Parameters are in the
Ratio of Dc

Analytical Method
(Stairmand Model)

PSO DE Hybrid DEPSO

Overall cyclone height 4.0 3.925 3.371 3.884
Inlet height, ao 0.5 0.491 0.494 0.489

Gas outlet diameter, Deo 0.5 0.168 0.411 0.309
Cylindrical height of cyclone, ho 1.5 0.977 0.817 1.006

Inlet width, bo 0.2 0.213 0.242 0.209
Gas outlet length, So 0.5 0.674 1.177 1.171

Dust outlet diameter, Bo 0.375 0.485 0.447 0.179
Pressure drop (Pa) 1000 469.034 364.668 493.24
Inlet velocity m/s 19.86 11.066 9.706 11.36
Cut size dpc (μm) 8.67855 × 10−6 1.021 × 10−5 1.26 × 10−5 9.96 × 10−6

Cost/s (Naira/s) - 297.715 218.938 230
Overall efficiency 0.890 0.793 0.716 0.70

Particle size - 50 70 40

The following can be observed in Table 14 above:

1. Due to the problem of being a minimization type, each algorithm’s efficiency is lower
compared to the Stairmand’s model. The pressure drop of DE is the lowest, followed
by PSO and DEPSO. Moreover, each algorithm’s pressure drop is considerably lower
than the Stairmand’s model. An increase in pressure drop will lead to an increase in
separation efficiency, higher capacity, and cleaner overflow.

2. Another factor that leads to lower efficiency is the inlet velocity of the cyclone; as seen
in Table 14 above, all algorithms have a lower inlet velocity when compared to the
Stairmand’s model. An increase in inlet velocity leads to an increase in separation
efficiency, thereby leading to an increase in the overall efficiency, because of higher
resultant centrifugal force.

7. Conclusions

This research utilized a hybrid particle swarm optimization approach to design a gas
cyclone with design parameters at a low cost. When compared to PSO individually, as
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shown in Table 14, the adoption of a hybridised particle swarm optimization technique
produced a lower cost of 230 naira/s, while the use of DE had a cost value of 218.938 naira/s.

In this research, it can be concluded that:

• The PSO algorithm, when applied to complex optimization problems, can be im-
proved via the combination with other algorithms, such as the DE algorithm, thereby
improving the distribution of information between candidates, due to the crossover
feature present within it.

• When both the cognitive component c1 and the social component c2 have the same
value, both exploration and exploitation are evenly balanced. Furthermore, the in-
ertia weight, w, when less than one, i.e., w < 1, has an effect on the distribution of
information across the particles. In addition, when inertia weight is less than one,
i.e., w < 1, the velocity of the particle decreases until it reaches zero, thereby causing
exploitation to gradually increase and exploration to gradually decrease. In most
cases, changing the value of inertia weight, w, during optimization will balance out
exploration and exploitation. Some studies, such as [24–26], have developed an inertia
weight application.

• When compared to PSO, DEPSO had a better cost value but lower efficiency.
• As shown in Table 14, DE and DEPSO algorithms produced suitable results for design

purposes with a low cost, while PSO showed the highest cost value.
• Due to the problem set being of a minimization type, the efficiency suffers considerably,

but if the problem was of a maximization type, of which maximum overall efficiency
is required, the cost and overall efficiency would be considerably high, provided that
the cost of operation is not the primary focus.

• Having made use of the DE/rand/1 strategy with PSO to optimize the cost of opera-
tion of the gas cyclone, various other strategies of DE, such as DE/best/1, DE/rand/2,
DE/best/2, and DE/target-to-best/1, can also be used.

• PSO is a concept which can be used to solve numerous optimization problems and
can be improved through combination with other algorithms. Algorithms such as GA,
ACO, TLBO, and so forth can, in fact, be explored to form a hybridised PSO algorithm.
Some research on such combinations includes [27–33].
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ACO Ant Colony Optimization
DE Differential Evolution
DEPSO Differential Evolution PSO
EC Evolutionary Computation
EA Evolutionary Algorithm
GA Genetic Algorithm
PSO Particle Swarm Optimization
TLBO Teaching-Learning Based Optimization
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Abstract: Identifying the positive definiteness of even-order real symmetric tensors is an important
component in tensor analysis. H-tensors have been utilized in identifying the positive definiteness of
this kind of tensor. Some new practical criteria for identifying H-tensors are given in the literature.
As an application, several sufficient conditions of the positive definiteness for an even-order real
symmetric tensor were obtained. Numerical examples are given to illustrate the effectiveness of the
proposed method.

Keywords: H-tensors; real symmetric tensors; positive definiteness; irreducible

1. Introduction

Tensor theory is widely used in digital signal processing, medical image processing,
data mining, quantum entanglement, and other fields [1–7]. H-tensor theory is an integral
part of tensor theory. It plays an important role in physics such as control theory and
dynamic control systems and in mathematics such as the numerical solution of partial dif-
ferential equations and the degree of discretization of nonlinear parabolic equations [8–13].

Let C(R) be the complex (real) field and N = {1, 2, . . . , n}. A complex (real)-order m
dimension n tensor A = (ai1i2...im) consists of nm complex (real) entries:

ai1i2...im ∈ C(R),

where ij = 1, 2, . . . , n and j = 1, 2, . . . , m. A tensor A = (ai1i2...im) is called symmetric [14], if:

ai1i2...im = aπ(i1i2...im), ∀π ∈ Πm,

where Πm is the permutation group of m indices. Furthermore, a tensor I = (δi1i2...im) is
called the unit tensor [15], if its entries:

δi1i2...im =

{
1, i f i1 = i2 = . . . = im,

0, otherwise.

Let A = (ai1i2...im) be a tensor with order m and dimension n. If there exist a complex
number λ and a non-zero complex vector x = (x1, x2, . . . , xn)T that are solutions of the
following homogeneous polynomial equations:

Axm−1 = λx[m−1],

then we call λ an eigenvalue of A and x an eigenvector of A associated with λ [14,16–20] ,
and Axm−1 and λx[m−1] are vectors, whose ith components are:

(Axm−1)i = ∑
i2,i3,...,im∈N

aii2i3···im xi2 xi3 · · · xim

Symmetry 2022, 14, 155. https://doi.org/10.3390/sym14010155 https://www.mdpi.com/journal/symmetry625
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and:
(x[m−1])i = xm−1

i .

In particular, if λ and x are restricted to the real field, then we call λ an H-eigenvalue
of A and x an H-eigenvector of A associated with λ [14].

It is known that an mth-degree homogeneous polynomial of n variables f (x) can be
denoted as:

f (x) = ∑
i1,i2,...,im∈N

ai1i2···im xi1 xi2 · · · xim ,

where x = (x1, x2, . . . , xn)T ∈ Rn. The homogeneous polynomial f (x) can be expressed
as the tensor product of a symmetric tensor A with order m and dimension n and xm

defined by:

f (x) ≡ Axm = ∑
i1,i2,...,im∈N

ai1i2···im xi1 xi2 · · · xim ,

where x = (x1, x2, . . . , xn)T ∈ Rn. When m is even, f (x) is called positive definite if
f (x) > 0, for any x ∈ Rn \ {0}. The symmetric tensor A is called positive definite if f (x) is
positive definite [5].

It is well known that the positive definiteness of a multivariate polynomial f (x) plays
an important role in the stability study of non-linear autonomous systems [12,21]. However,
for n > 3 and m > 4, it is a hard problem to identify the positive definiteness of such a multi-
variate form. To solve this problem, Qi [14] pointed out that f (x) ≡ Axm is positive definite
if and only if the real symmetric tensor A is positive definite and provided an eigenvalue
method to verify the positive definiteness of A when m is even ([14], Theorem 1.1).

Let A = (ai1i2...im) be a complex tensor with order m and dimension n; we denote:

Ri(A) = ∑
i2,...,im∈N
δii2 ···im=0

|aii2···im | = ∑
i2,...,im∈N

|aii2···im | − |aii···i|, ∀i ∈ N.

Definition 1 ([14]). Let A be a tensor with order m and dimension n. A is called a diagonally
dominant tensor if |aii···i| ≥ Ri(A), ∀i ∈ N. A is called a strictly diagonally dominant tensor if
|aii···i| > Ri(A), ∀i ∈ N.

Definition 2 ([22]). Let A be a complex tensor with order m and dimension n. A is called an
H-tensor if there is a positive vector x = (x1, x2, . . . , xn)T ∈ Rn, such that:

|aii···i|xm−1
i > ∑

i2,...,im∈N
δii2 ···im=0

|aii2···im |xi2 · · · xim , ∀i ∈ N.

Definition 3 ([23]). Let A be a complex tensor with order m and dimension n, X = diag(x1, x2,
. . . , xn). Denote B = (bi1i2···im) = AXm−1,

bi1i2···im = ai1i2···im xi2 · · · xim , ∀ij ∈ N, j = 1, 2, . . . , m.

We call B the product of the tensor A and the matrix X.

Lemma 1 ([14]). Let A be an even-order real symmetric tensor, then A is positive definite if and
only if all of its H-eigenvalues are positive.

From Lemma 1, we can verify the positive definiteness of an even-order symmetric
tensor A (the positive definiteness of the mth-degree homogeneous polynomial f (x)) by
computing the H-eigenvalues of A. In [6,24,25], for a non-negative tensor, some algo-
rithms were provided to compute its largest eigenvalue. In [1,26], based on semi-definite
programming approximation schemes, some algorithms were also given to compute the
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eigenvalues for general tensors with moderate sizes. However, it is not easy to compute
all these H-eigenvalues when m and n are very large. Recently, by introducing the def-
inition of H-tensor, References [22,27] and Li et al. [27] provided a practical sufficient
condition for identifying the positive definiteness of an even-order symmetric tensor (see
Lemmas 2, 4, and 5).

Lemma 2 ([22]). If A = (ai1i2···im) is a strictly diagonally dominant tensor, then A is an H-tensor.

Lemma 3 ([27]). Let A = (ai1i2···im) be an even-order real symmetric tensor of order m and
dimension n with aii···i > 0 for all i ∈ N. If A is an H-tensor, then A is positive definite.

Lemma 4 ([27]). Let A = (ai1i2...im) be a complex tensor with order m and dimension n. If there
exists a positive diagonal matrix X such that AXm−1 is an H-tensor, then A is an H-tensor.

Lemma 5. Let A = (ai1i2...im) be a complex tensor with order m and dimension n. If A is an
H-tensor, then there exists at least one index i0 ∈ N such that |ai0i0···i0 | > Ri0(A).

Proof of Lemma 5. According to Definition 2, there is a positive vector x = (x1, x2, . . . ,
xn)T ∈ Rn, such that:

|aii···i|xm−1
i > ∑

i2,...,im∈N
δii2 ···im=0

|aii2···im |xi2 · · · xim , ∀i ∈ N.

Denote xi0 = min
i∈N

{xi}, then for the index i0 ∈ N, we have:

|ai0i0···i0 | > ∑
i2,...,im∈N
δii2 ···im=0

|ai0i2···im |
xi2
xi0

· · · xim
xi0

≥ ∑
i2,...,im∈N
δii2 ···im=0

|ai0i2···im | = Ri0(A).

The proof is complete.

2. Practical Criteria for the H-Tensor

Throughout this paper, we use the following definitions and notation.

N = {1, 2, · · · , n} =
k⋃

i=1

Ni,Ni ∩Nj = ∅, 1 ≤ i �= j ≤ k.

∀t ∈ {1, 2, · · · , k},Nm−1
t = {i2i3 · · · im|ij ∈ Nt, j = 1, 2, · · · , m}.

Nm−1\Nm−1
t = {i2i3 · · · im|i2i3 · · · im ∈ Nm−1, i2i3 · · · im /∈ Nm−1

t }.

For all i ∈ N, there exists a constant t ∈ {1, 2, · · · , k} that satisfies i ∈ Nt. Denote:

α
(i)
Nt

= ∑
i2···im∈Nm−1

t
δii2 ···im=0

| aii2···im |, α
(i)
Nt

= ∑
i2,··· ,im∈Nm−1\Nm−1

t

| aii2···im |= Ri(A)− α
(i)
Nt

.

N∗ = {i| | aii···i |> Ri(A), i ∈ N},

N+ = {i| | aii···i |> α
(i)
Nt

, i ∈ Nt ⊆ N},N0 = {i| | aii···i |= α
(i)
Nt

, i ∈ Nt ⊆ N},

J+ = {(i, j)|(| aii···i | −α
(i)
Nt
)(| ajj···j | −α

(j)
Ns
) > α

(i)
Nt

· α
(j)
Ns

, i ∈ Nt, j ∈ Ns, 1 ≤ t �= s ≤ k}
J0 = {(i, j)|(| aii···i | −α

(i)
Nt
)(| ajj···j | −α

(j)
Ns
) = α

(i)
Nt

· α
(j)
Ns

, i ∈ Nt, j ∈ Ns, 1 ≤ t �= s ≤ k}
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Definition 4. Let A = (ai1i2···im) be a complex tensor with order m and dimension n. For all
i ∈ Nt, j ∈ Ns, 1 ≤ t �= s ≤ k, if:

(| aii···i | −α
(i)
Nt
)(| ajj···j | −α

(j)
Ns
) ≥ α

(i)
Nt

· α
(j)
Ns

, (1)

we call A a locally double-diagonally dominant tensor and denote A ∈ LDD0T. If:

(| aii···i | −α
(i)
Nt
)(| ajj···j | −α

(j)
Ns
) > α

(i)
Nt

· α
(j)
Ns

, (2)

we call A a strictly locally double-diagonally dominant tensor and denote A ∈ LDDT.

Remark 1. If A ∈ LDD0T and N∗ �= ∅, then N = N0 ∪N+; if A ∈ LDDT and N∗ �= ∅, then
N = N+.

Lemma 6. Let A = (ai1i2...im) be a complex tensor with order m and dimension n. If A ∈ LDDT
and N∗ �= ∅, then there exists at most one l0 ∈ {1, 2, · · · , k} such that,

| aii···i | −α
(i)
Nl0

≤ α
(i)
Nl0

, ∀i ∈ Nl0 .

Proof of Lemma 6. If there exists l1
0 �= l2

0 ∈ {1, 2, · · · , k}, such that for all i ∈ Nl1
0
, j ∈ Nl2

0
,

| aii···i | −α
(i)
Nl10

≤ α
(i)
Nl10

, | ajj···j | −α
(j)
Nl20

≤ α
(j)
Nl20

.

Notice that A ∈ LDDT and N∗ �= ∅. By Remark 1, we have:

| aii···i | −α
(i)
Nl10

> 0, | ajj···j | −α
(j)
Nl20

> 0.

These imply:

(| aii···i | −α
(i)
Nl10

) · (| ajj···j | −α
(j)
Nl20

) ≤ α
(i)
Nl10

· α
(j)
Nl20

,

which contradicts A ∈ LDDT. The proof is complete.

Remark 2. Based on Lemma 6, when A ∈ LDDT and N∗ �= ∅, we always assume that
N1 = {i| | aii···i | −α

(i)
Nt

≤ α
(i)
Nt

, i ∈ N}.

Lemma 7. Let A = (ai1i2...im) be a complex tensor with order m and dimension n, A ∈ LDDT
and N∗ �= ∅. If N1 = ∅, then A is an H-tensor.

Proof of Lemma 7. Since A ∈ LDDT, N∗ �= ∅ and N1 = ∅. For all i ∈ N = N2 ∪N3 ∪ · · · ∪
Nk, we have:

| aii···i | −α
(i)
Nt

> α
(i)
Nt

, t ∈ {2, 3, · · · , k}.

This implies:

| aii···i |> α
(i)
Nt

+ α
(i)
Nt

= Ri(A), i ∈ N.

By Lemma 2, A is an H-tensor.

Theorem 1. Let A = (ai1i2...im) be a complex tensor with order m and dimension n, A ∈ LDDT
and N∗ �= ∅. If for all i ∈ Nt, t ∈ {2, 3, · · · , k}, j ∈ N1 �= ∅, we have:
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(| aii···i | −α
(i)
Nt
)(| ajj···j | − ∑

i2i3···im∈Nm−1\(N\N1)
m−1

δji2 ···im=0

| aji2···im |)

> α
(i)
Nt

· ( ∑
i2i3···im∈(N\N1)m−1

| aji2i3···im |),
(3)

then A is an H-tensor.

Proof of Theorem 1. From the inequality (3), there exists a positive constant d such that:

min
i∈Nt

t∈{2,3,··· ,k}
{ | aii···i | −α

(i)
Nt

α
(i)
Nt

} > d > max
j∈N1

{
∑

i2i3···im∈(N\N1)m−1
| aji2i3···im |

| ajj···j | − ∑
i2i3···im∈Nm−1\(N\N1)

m−1

δji2 ···im=0

| aji2···im | }. (4)

If α
(i)
Nt

= 0, we denote
|aii···i |−α

(i)
Nt

α
(i)
Nt

= +∞. It is obvious that d > 1. Construct a positive

diagonal matrix X = diag(x1, x2, · · · , xn), where:

xi =

{
1, i ∈ N\N1,

d
1

m−1 , i ∈ N1.

Let B = AXm−1 = (bi1i2···im). For i ∈ N\N1 = {N2,N3, · · ·,Nk}, by the first inequality
in (4),

| bii···i | =| aii···i | ·
m−1︷ ︸︸ ︷

1 · 1 · · · 1

=| aii···i |
> α

(i)
Nt

+ α
(i)
Nt

· d

= ∑
i2···im∈Nm−1

t
δii2 ···im=0

| aii2···im | + ∑
i2···im∈Nm−1\Nm−1

t

| aii2···im |
m−1︷ ︸︸ ︷

d
1

m−1 · · · d
1

m−1

≥ ∑
i2···im∈Nm−1

t
δii2 ···im=0

| aii2···im | + ∑
i2···im∈Nm−1\Nm−1

t

| aii2···im | xi2 · · · xim

= ∑
i2···im∈Nm−1

t
δii2 ···im=0

| bii2···im | + ∑
i2···im∈Nm−1\Nm−1

t

| bii2···im |

= Ri(B).

For i ∈ N1, by the second inequality in (4),
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| bii···i | =| aii···i | · d

=| aii···i | ·
m−1︷ ︸︸ ︷

d
1

m−1 · · · d
1

m−1

> d · ∑
i2···im∈Nm−1\(N\N1)m−1

δii2 ···im=0

| aii2···im | + ∑
i2···im∈(N\N1)m−1

| aii2···im |

= d( ∑
i2···im∈Nm−1

1
δii2 ···im=0

| aii2···im | + ∑
i2···im∈[Nm−1\(N\N1)m−1]\Nm−1

1

| aii2···im |) + ∑
i2···im∈(N\N1)m−1

| aii2···im |

≥ ∑
i2···im∈Nm−1

1
δii2 ···im=0

| aii2···im | ·
m−1︷ ︸︸ ︷

d
1

m−1 · · · d
1

m−1

+ ∑
i2···im∈[Nm−1\(N\N1)m−1]\Nm−1

1

| aii2···im | xi2 · · · xim + ∑
i2···im∈(N\N1)m−1

| aii2···im |

= ∑
i2···im∈Nm−1

1
δii2 ···im=0

| bii2···im | + ∑
i2i3···im∈Nm−1\Nm−1

1

| bii2···im |

= Ri(B).

Thus, we have proven that:

| bii···i |> ∑
i2···im∈Nm−1

δii2 ···im=0

| bii2···im |= Ri(B), i ∈ N.

i.e., B is a strictly diagonally dominant tensor. By Lemmas 2 and 4, A is an H-tensor.
The proof is complete.

Lemma 8. Let A = (ai1i2...im) be a complex tensor with order m and dimension n. If N∗ �= ∅ and
for all i ∈ Nt, j ∈ Ns, 1 ≤ t �= s ≤ k,

(| aii···i | −α
(i)
Nt
)(| ajj···j | −α

(j)
Ns
) ≤ α

(i)
Nt

· α
(j)
Ns

, (5)

then there exists only one natural number k0 ∈ {1, 2, · · · , k} such that N∗ ⊆ Nk0 .

Proof of Lemma 8. Since N∗ �= ∅, then there exists one k0 ∈ {1, 2, · · · , k} such that
N∗ ∩Nk0 �= ∅. If there exists another k1 ∈ {1, 2, · · · , k} \ {k0} such that N∗ ∩ Nk1 �= ∅,
then we have:

(| aii···i | −α
(i)
Nk0

∩N∗)(| ajj···j | −α
(j)
Nk1

∩N∗) > α
(i)
Nk0

∩N∗ · α
(j)
Nk1

∩N∗

which contradicts the inequality (5). Therefore, there exists only one natural number
k0 ∈ {1, 2, · · · , k} that satisfies N∗ ⊆ Nk0 .

Remark 3. Based on Lemma 8, when A satisfies (5) and N∗ �= ∅, then we always assume that
N∗ ⊆ Nk (where N = N1 ∪N2 ∪ · · · ∪Nk).
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Theorem 2. Let A = (ai1i2...im) be a complex tensor with order m and dimension n and N∗ �= ∅.
For all i ∈ Nk, j ∈ Ns, s ∈ {1, 2, · · · , k − 1}, if:

0 < (| aii···i | − ∑
i2···im∈Nm−1\(N\Nk)

m−1

δii2 ···im=0

| aii2···im |)(| ajj···j | −α
(j)
Ns
)

≤ ( ∑
i2···im∈(N\Nk)m−1

| aii2···im |) · α
(j)
Ns

,

(6)

then A is not an H-tensor.

Proof of Theorem 2. From the inequality (6), there exists a positive constant d0 such that:

max
i∈Nk

{

| aii···i | − ∑
i2···im∈Nm−1\(N\Nk)

m−1

δii2 ···im=0

| aii2···im |

∑
i2···im∈(N\Nk)m−1

| aii2···im | } ≤ d0 ≤ min
j∈N\Nk

{ α
(j)
Ns

| ajj···j | −α
(j)
Ns

}. (7)

If | ajj···j | −α
(j)
Ns

= 0, j ∈ N \Nk, we denote
α
(j)
Ns

|ajj···j |−α
(j)
Ns

= +∞. Obviously,

max
i∈Nk

{

| aii···i | − ∑
i2···im∈Nm−1\(N\Nk)

m−1

δii2 ···im=0

| aii2···im |

∑
i2···im∈(N\Nk)m−1

| aii2···im | } ≥ max
i∈N∗ {

| aii···i | − ∑
i2···im∈Nm−1\(N\Nk)

m−1

δii2 ···im=0

| aii2···im |

∑
i2···im∈(N\Nk)m−1

| aii2···im | } > 1,

so d0 > 1. Construct a positive diagonal matrix X = diag(x1, x2, · · · , xn), where:

xi =

⎧⎨⎩1, i ∈ Nk,

d
1

m−1
0 , i ∈ N\Nk.

Let B = AXm−1 = (bi1i2···im). For i ∈ N∗, by the first inequality in (7),

|bii···i| = |aii···i| ·
m−1︷ ︸︸ ︷

1 · 1 · · · 1 = |aii···i|
≤ ∑

i2···im∈Nm−1\(N\Nk)
m−1

δii2 ···im=0

|aii2···im |+ d0 · ∑
i2···im∈(N\Nk)

m−1

|aii2···im |

≤ ∑
i2···im∈Nm−1

k
δii2 ···im=0

|aii2···im |+ ∑
i2···im∈[Nm−1\(N\Nk)

m−1]\Nm−1
k

|aii2···im |xi2 · · · xim

+ ∑
i2···im∈(N\Nk)

m−1

|aii2···im | ·
m−1︷ ︸︸ ︷

d
1

m−1 · · · d
1

m−1

= ∑
i2···im∈Nm−1

k
δii2 ···im=0

|bii2···im |+ ∑
i2···im∈Nm−1\Nm−1

k

|bii2···im |

= Ri(B).

631



Symmetry 2022, 14, 155

For i ∈ Nk\N∗,

|bii···i| = |aii···i| ·
m−1︷ ︸︸ ︷

1 · 1 · · · 1 = |aii···i|
≤ ∑

i2···im∈Nm−1
k

δii2 ···im=0

|aii2···im |+ ∑
i2···im∈Nm−1\Nm−1

k

|aii2···im |

≤ ∑
i2···im∈Nm−1

k
δii2 ···im=0

|aii2···im |+ ∑
i2···im∈Nm−1\(Nm−1\Nm−1

k )

|aii2···im |xi2 · · · xim

+ ∑
i2···im∈Nm−1\Nm−1

k

|aii2···im |

m−1︷ ︸︸ ︷
d

1
m−1
0 · · · d

1
m−1
0

= ∑
i2···im∈Nm−1

k
δii2 ···im=0

|bii2···im |+ ∑
i2···im∈Nm−1\Nm−1

k

|bii2···im |

= Ri(B).

For i ∈ N\Nk = N1
⋃
N2

⋃ · · ·⋃Nk−1, by the second inequality in (7),

|bii···i| = d0|aii···i| = |aii···i|

m−1︷ ︸︸ ︷
d

1
m−1
0 · · · d

1
m−1
0

≤ d0 · α
(i)
Ns

+ α
(i)
Ns

= ∑
i2···im∈Nm−1

s
δii2 ···im=0

|aii2···im |

m−1︷ ︸︸ ︷
d

1
m−1
0 · · · d

1
m−1
0 + ∑

i2···im∈Nm−1\Nm−1
s

|aii2···im |

≤ ∑
i2···im∈Nm−1

s
δii2 ···im=0

|aii2···im |

m−1︷ ︸︸ ︷
d

1
m−1
0 · · · d

1
m−1
0 + ∑

i2···im∈Nm−1\Nm−1
s

|aii2···im |xi2 · · · xim

= ∑
i2···im∈Nm−1

s
δii2 ···im=0

|bii2···im |+ ∑
i2···im∈Nm−1\Nm−1

s

|bii2···im |

= Ri(B).

Thus we have proved that:

| bii···i |≤ ∑
i2···im∈Nm−1

δii2 ···im=0

| bii2···im |= Ri(B), i ∈ N.

i.e., B is not strictly diagonally dominant for all i ∈ N. By Lemma 5, B is not an H-tensor.
By Lemma 4, A is not an H-tensor. The proof is complete.

3. An Algorithm for Identifying H-Tensors

Based on the results in the above section, an algorithm for identifying H-tensors is put
forward in this section:
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Remark 4.

(a) s = the total number of tensors, k1 = the number of H-tensors, k2 = the number of tensors
which are not H-tensor, and s − k1 − k2 = the number of tensors, which are not checkable by
using Algorithm 1;

(b) The calculations of Algorithm 1 only depend on the elements of the tensor, so Algorithm 1
stops after a finite amount of steps.

Algorithm 1 An algorithm for identifying H-tensors

Step 1. Set k1 := 0, k2 := 0, k3 := 0 and s := 50.
Step 2. Given a complex tensor A = (ai1···im). If k3 = s, then output k1 and k2, and stop.
Otherwise,
Step 3. Compute |ai···i| and Ri(A) for all i ∈ N.
Step 4. If N∗ = N, then print “A is a H-tensor”, and go to Step 5. Otherwise, go to Step 6.
Step 5. Replace k1 by k1 + 1, and replace k3 by k3 + 1, then go to Step 2.
Step 6. If N∗ = ∅, then print “A is not a H-tensor”, and go to Step 7. Otherwise, go to
Step 8.
Step 7. Replace k2 by k2 + 1, and replace k3 by k3 + 1, then go to Step 2.
Step 8. Compute |ai···i|, α

(i)
Nt

, α
(i)
Nt

, |aj···j|, α
(j)
Ns

, α
(j)
Ns

for all i ∈ Nt, j ∈ Ns, 1 ≤ t �= s ≤ k.
Step 9. If Inequality (3) holds, then print “A is a H-tensor”, and go to Step 5. Otherwise,
Step 10. Compute:

∑
i2···im∈Nm−1\(N\Nk)

m−1

δii2 ···im=0

| aii2···im | and ∑
i2···im∈(N\Nk)m−1

| aii2···im | .

Step 11. If Inequality (6) holds, then print “A is not a H-tensor”, and go to Step 5.
Otherwise,
Step 12. Print “Whether A is a strong H-tensor is not checkable”, and replace k3 by k3 + 1.
Go to Step 2.

4. Numerical Examples

Example 1. Consider a tensor A = (ai1i2i3), with order three and dimension six, defined as follows:

a111 = 3.9, a112 = a121 = a122 = 1, a113 = a131 = a133 = a144 = a155 = 0.2,

a222 = 5, a211 = a212 = a221 = a235 = a236 = 1, a214 = a215 = a232 = a256 = a266 = 0.2,

a333 = 4, a334 = a343 = 0.5, a344 = 1, a311 = a322 = a331 = a326 = a352 = 0.2,

a444 = 6.5, a433 = a434 = a443 = 1, a412 = a414 = a421 = a441 = 0.5,

a555 = 6.3, a556 = 1, a512 = a515 = a521 = a523 = a551 = a565 = a566 = 0.5,

a666 = 8, a655 = a656 = a665 = 1, a625 = a626 = a652 = a662 = 0.5

and other ai1i2i3 = 0. By calculations, we have:

R1(A) = 4, R2(A) = 6, R3(A) = 3, R4(A) = 5, R5(A) = 4.5, R6(A) = 5,

N1 = {1, 2}, N2 = {3, 4}, N3 = {5, 6}, N\N1 = {3, 4, 5, 6} = N2
⋃

N3,

N3−1
1 = N2

1 = {11, 12, 21, 22}, N3−1
2 = N2

2 = {33, 34, 43, 44}, N3−1
3 = N2

3 = {55, 56, 65, 66},

(N\N1)
3−1 = (N\N1)

2 = {33, 34, 35, 36, 43, 44, 45, 46, 53, 54, 55, 56, 63, 64, 65, 66},

N3−1\(N\N1)
3−1 = N2\(N\N1)

2 = {11, 12, 13, 14, 15, 16, 21, 22, 23, 24, 25, 26, 31, 32, 41, 42, 51, 52, 61, 62}.
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α
(1)
N1

= ∑
i2i3∈N2

1
δ1i2 i3=0

|a1i2i3 | = |a112|+ |a121|+ |a122| = 1 + 1 + 1 = 3.

α
(2)
N1

= ∑
i2i3∈N2

1
δ2i2 i3=0

|a2i2i3 | = |a211|+ |a212|+ |a221| = 1 + 1 + 1 = 3.

α
(3)
N2

= ∑
i2i3∈N2

2
δ3i2 i3=0

|a3i2i3 | = |a334|+ |a343|+ |a344| = 0.5 + 0.5 + 1 = 2.

α
(4)
N2

= ∑
i2i3∈N2

2
δ4i2 i3=0

|a4i2i3 | = |a433|+ |a434|+ |a443| = 1 + 1 + 1 = 3.

α
(5)
N3

= ∑
i2i3∈N2

3
δ5i2 i3=0

|a5i2i3 | = |a556|+ |a565|+ |a566| = 1 + 0.5 + 0.5 = 2.

α
(6)
N3

= ∑
i2i3∈N2

3
δ6i2 i3=0

|a6i2i3 | = |a655|+ |a656|+ |a665| = 1 + 1 + 1 = 3.

∑
i2i3∈N2\(N\N1)

2

δ1i2 i3=0

|a1i2i3 | = |a112|+ |a121|+ |a122|+ |a113|+ |a131|+ 0 = 1 + 1 + 1 + 0.2 + 0.2 = 3.4.

∑
i2i3∈N2\(N\N1)

2

δ2i2 i3=0

|a2i2i3 | = |a211|+ |a212|+ |a221|+ |a214|+ |a215|+ |a232|+ 0 = 1 + 1 + 1 + 0.2 + 0.2 + 0.2 = 3.6.

∑
i2i3∈\(N\N1)

2

|a1i2i3 | = |a133|+ |a144|+ |a155|+ 0 = 0.2 + 0.2 + 0.2 = 0.6.

∑
i2i3∈(N\N1)

2

|a2i2i3 | = |a235|+ |a236|+ |a256|+ |a266|+ 0 = 1 + 1 + 0.2 + 0.2 = 2.4.

α
(1)
N1

= 1, α
(2)
N1

= 3, α
(3)
N2

= 1, α
(4)
N2

= 2, α
(5)
N3

= 2.5, α
(6)
N3

= 2.

(|a111| − α
(1)
N1

) · (|a333| − α
(3)
N2

) = (3.9 − 3)× (4 − 2) = 1.8 > α
(1)
N1

· α
(3)
N2

= 1 × 1 = 1.

(|a111| − α
(1)
N1

) · (|a444| − α
(4)
N2

) = (3.9 − 3)× (6.5 − 3) = 3.15 > α
(1)
N1

· α
(4)
N2

= 1 × 2 = 2.

(|a111| − α
(1)
N1

) · (|a555| − α
(5)
N3

) = (3.9 − 3)× (6.3 − 2) = 3.87 > α
(1)
N1

· α
(5)
N3

= 1 × 2.5 = 2.5.

(|a111| − α
(1)
N1

) · (|a666| − α
(6)
N3

) = (3.9 − 3)× (8 − 3) = 4.5 > α
(1)
N1

· α
(6)
N3

= 1 × 2 = 2.

(|a222| − α
(2)
N1

) · (|a333| − α
(3)
N2

) = (5 − 3)× (4 − 2) = 4 > α
(2)
N1

· α
(3)
N2

= 3 × 1 = 3.

(|a222| − α
(2)
N1

) · (|a444| − α
(4)
N2

) = (5 − 3)× (6.5 − 3) = 7 > α
(2)
N1

· α
(4)
N2

= 3 × 2 = 6.

(|a222| − α
(2)
N1

) · (|a555| − α
(5)
N3

) = (5 − 3)× (6.3 − 2) = 8.6 > α
(2)
N1

· α
(5)
N3

= 3 × 2.5 = 7.5.

634



Symmetry 2022, 14, 155

(|a222| − α
(2)
N1

) · (|a666| − α
(6)
N3

) = (5 − 3)× (8 − 3) = 10 > α
(2)
N1

· α
(6)
N3

= 3 × 2 = 6.

From Definition 4, we have A ∈ LDDT. Furthermore,

(|a333| − α
(3)
N2

) · (|a111| − ∑
i2i3∈N2\(N\N1)

2

δ1i2 i3=0

|a1i2i3 |) = (4 − 2)× (3.9 − 3.4) = 1

> α
(3)
N2

· ( ∑
i2i3∈(N\N1)

2

|a1i2i3 |) = 1 × 0.6 = 0.6,

(|a333| − α
(3)
N2

) · (|a222| − ∑
i2i3∈N2\(N\N1)

2

δ2i2 i3=0

|a2i2i3 |) = (4 − 2)× (5 − 3.6) = 2.8

> α
(3)
N2

· ( ∑
i2i3∈(N\N1)

2

|a2i2i3 |) = 1 × 2.4 = 2.4,

(|a444| − α
(4)
N2

) · (|a111| − ∑
i2i3∈N2\(N\N1)

2

δ1i2 i3=0

|a1i2i3 |) = (6.5 − 3)× (3.9 − 3.4) = 1.75

> α
(4)
N2

· ( ∑
i2i3∈(N\N1)

2

|a1i2i3 |) = 2 × 0.6 = 1.2,

(|a444| − α
(4)
N2

) · (|a222| − ∑
i2i3∈N2\(N\N1)

2

δ2i2 i3=0

|a2i2i3 |) = (6.5 − 3)× (5 − 3.6) = 4.9

> α
(4)
N2

· ( ∑
i2i3∈(N\N1)

2

|a2i2i3 |) = 2 × 2.4 = 4.8,

(|a555| − α
(5)
N3

) · (|a111| − ∑
i2i3∈N2\(N\N1)

2

δ1i2 i3=0

|a1i2i3 |) = (6.3 − 2)× (3.9 − 3.4) = 2.15

> α
(5)
N3

· ( ∑
i2i3∈(N\N1)

2

|a1i2i3 |) = 2.5 × 0.6 = 1.5,

(|a555| − α
(5)
N3

) · (|a222| − ∑
i2i3∈N2\(N\N1)

2

δ2i2 i3=0

|a2i2i3 |) = (6.3 − 2)× (5 − 3.6) = 6.02

> α
(5)
N3

· ( ∑
i2i3∈(N\N1)

2

|a2i2i3 |) = 2.5 × 2.4 = 6,

(|a666| − α
(6)
N3

) · (|a111| − ∑
i2i3∈N2\(N\N1)

2

δ1i2 i3=0

|a1i2i3 |) = (8 − 3)× (3.9 − 3.4) = 2.5

> α
(6)
N3

· ( ∑
i2i3∈(N\N1)

2

|a1i2i3 |) = 2 × 0.6 = 1.2,

(|a666| − α
(6)
N3

) · (|a222| − ∑
i2i3∈N2\(N\N1)

2

δ2i2 i3=0

|a2i2i3 |) = (8 − 3)× (5 − 3.6) = 7

> α
(6)
N3

· ( ∑
i2i3∈(N\N1)

2

|a2i2i3 |) = 2 × 2.4 = 4.8.

These imply that A satisfies all the conditions of Theorem 1. Therefore, A is an H-tensor.
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5. Conclusions

In this paper, several practical criteria for identifying H-tensors were given. These
criteria only depend on the self-constituent elements of the tensors. Therefore, they are
easy to implement. Based on the above criteria, we also gave the corresponding algorithm
to determine the H-tensor.
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Abstract: Clustering is a popular data analysis and data mining problem. Symmetry can be con-
sidered as a pre-attentive feature, which can improve shapes and objects, as well as reconstruction
and recognition. The symmetry-based clustering methods search for clusters that are symmetric
with respect to their centers. Furthermore, the K-means (K-M) algorithm can be considered as one
of the most common clustering methods. It can be operated more quickly in most conditions, as
it is easily implemented. However, it is sensitively initialized and it can be easily trapped in local
targets. The Tabu Search (TS) algorithm is a stochastic global optimization technique, while Adaptive
Search Memory (ASM) is an important component of TS. ASM is a combination of different memory
structures that save statistics about search space and gives TS needed heuristic data to explore search
space economically. Thus, a new meta-heuristics algorithm called (MHTSASM) is proposed in this
paper for data clustering, which is based on TS and K-M. It uses TS to make economic exploration for
data with the help of ASM. It starts with a random initial solution. It obtains neighbors of the current
solution called trial solutions and updates memory elements for each iteration. The intensification
and diversification strategies are used to enhance the search process. The proposed MHTSASM
algorithm performance is compared with multiple clustering techniques based on both optimization
and meta-heuristics. The experimental results indicate the superiority of the MHTSASM algorithm
compared with other multiple clustering algorithms.

Keywords: data clustering; Tabu Search; K-means; adaptive memory; meta-heuristics

1. Introduction

Clustering can be considered as a key problem in data analysis and data mining [1]. It
tries to group similar data objects into the sets of disjoint classes or clusters [2,3]. Symmetry
can be considered as a pre-attentive feature that can improve the shapes and objects as well
as reconstruction and recognition. Furthermore, the symmetry-based clustering methods
search for clusters that are symmetric with respect to their centers. As each cluster has
the point symmetry property, an efficient point symmetry distance (PSD) was proposed
by Su and Chou [4] to support partitioning the dataset into the clusters. They proposed
a symmetry-based K-means (SBKM) algorithm that can give symmetry with minimum
movement [5].

The literature shows that there are many techniques to solve clustering problems.
They are basically categorized as the hierarchical clustering algorithm and the partitional
clustering algorithm [6,7].

The hierarchical clustering algorithms mainly generate clusters hierarchies signified
in a tree structure called a dendrogram. It can be successively proceeded throughout either
splitting larger clusters or merging smaller clusters into larger ones. The clusters identify as
the connected components in a tree. Hence, the output of hierarchical clustering algorithms
is a tree of clusters [8–10].

However, partitional clustering algorithms attempt to treat a dataset as one cluster and
try to decompose it into disjoint clusters. As partitional clustering does not need to make a

Symmetry 2022, 14, 623. https://doi.org/10.3390/sym14030623 https://www.mdpi.com/journal/symmetry639
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tree structure, it can be considered to be easier than hierarchy clustering. The partitional
algorithms are restricted with a criterion function while decomposing the dataset, and thus
this function leads to minimizing dissimilarity in each cluster and maximizing similarity in
data objects of each cluster [11].

The K-means (K-M) algorithm is considered to be one of the most common algorithms
of partitional clustering [12–14]. However, it has some disadvantages, such as specifying
the number of k clusters, as it is based on practical experience and knowledge. The main K-
M problems are its sensitivity to initialization and becoming trapped in local optima [15,16].
Therefore, meta-heuristics algorithms are used to escape from these problems.

Meta-heuristics is an iterative generation processes that can guide a heuristic algorithm
by different responsive concepts for exploring and exploiting search space [17]. It is a class
of approximate methods that can attack hard combinatorial problems when the classical
optimization methods fail. It allows for the creation of new hybrid methods by combining
different concepts [18,19].

Tabu Search (TS) is considered to be one of the meta-heuristics algorithms based on
memory objects to make economic exploitation and exploration for search space. Tabu list
(TL) is one of the main memory elements of TS. It is a list that contains recently visited
solutions by TS. It is used by TS in order to avoid re-entering pre-visited regions [20,21].

This paper aims to propose a new meta-heuristics Tabu Search with an Adaptive
Search Memory algorithm (MHTSASM) for data clustering, which is based on TS and K-M.
MHTSASM is an advanced TS that uses responsive and intelligent memory. The proposed
MHTSASM algorithm uses multiple memory elements. For example, it uses the elite list
(EL) memory element of TS to store the best solutions and Adaptive Search Memory (ASM)
to store information about features of each solution. The ASM partitions each feature range
into p partitions and stores information about these partitions in each center. There are
two types of ASM used in the proposed algorithm: (1) ASMv stores number of visits; and
(2) ASMu stores the number of improvement updates. In addition, there are two TS
strategies used in the proposed algorithm: (1) the intensification strategy, which allows
MHTSASM to focus on the best pre-visited regions; and (2) the diversification strategy,
which allows MHTSASM to explore un-visited regions to ensure good exploration for
search space.

The results of MHTSASM are specifically compared with other optimization and
metaheuristics algorithms. The performance of MHTSASM is compared with several
variable neighborhood searches, such as Variable Neighborhood Search (VNS), VNS+,
and VNS-1 algorithms [22], Simulated Annealing (SA) [23], and global K-means (G1) [24].
Additionally, it is compared with hybrid algorithms, such as a new hybrid algorithm based
on particle swarm optimization with K-harmonic means (KHM) [25], and an ant colony
optimization clustering algorithm (ACO) with KHM [26,27].

The remainder of this paper is organized as follows: Section 2 presents the back-
ground of the proposed MHTSASM clustering algorithm. Section 3 presents the proposed
MHTSASM clustering algorithm. Section 4 illustrates experimental results. Finally, the
conclusion is presented in Section 5.

2. Background

2.1. K-Means (K-M) Clustering Algorithm

The K-M is a common clustering algorithm for data mining used in many real life
applications, such as healthcare, environment and air pollution, and industry data. It
outputs k centers that partition input points into k clusters [12–14]. However, it has some
disadvantages, such as specifying the number of k clusters, as it is based on the practical
experience and knowledge. An example of how to select the k number is shown in Figure 1.
It has two clusterings, where the dark crosses specify the k centers. There are five k values
used on the left. In addition, there are many centers that could be used on the right,
even though one center can sufficiently represent the data [15]. The main K-M problems
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are its sensitivity to initialization and getting trapped in local optima [16]. Therefore,
meta-heuristics algorithms are used to escape from these problems.

Figure 1. An example of the K-means clustering algorithm.

The K-M calculates the center of each cluster as the mean value of points that belong to
the cluster. It works as follows: let D denotes the entire dataset, n the number of data objects,
and d the number of features Rd, i.e., D = {x1, x2, . . . , xn}, and we want to partition set
X into K partitions. K-M tries to obtain the best set of centers C =

{
C1, . . . , Ck

}
. Let Cj

denote class j with cardinality
∣∣Sj
∣∣; then we can calculate Cj, j = 1, . . . , K according to the

following equation:

Cj =
1∣∣Sj
∣∣ ∑

x ∈ Sj

x (1)

In order to measure the goodness of different sets of centers, objective function f(C)
can be calculated for each set of centers using the minimum sum of squares [10,11], defined
by the following:

f(C) =
1
n

n

∑
i=1

min
j

d
(
Cj, xi

)
(2)

where d
(
Cj, xi

)
corresponds to the squared Euclidean distance between the center of class

C and the point xi.
K-M is known for its low computational requirements and ease of implementation.

The main K-M problems are its sensitivity to initialization and becoming trapped in lo-
cal optima [16,28]. Therefore, the meta-heuristics algorithms are used to escape from
these problems.

2.2. Meta-Heuristics Clustering Algorithm

There are many meta-heuristics methods that can be used with K-M in order to increase
its efficiency and treat its problems. The literature shows that there are several methods
proposed in order to compete local optima problem of K-M, such as SA, TS, and the genetic
algorithm (GA) [23].

A hybrid algorithm that uses GA and K-M (GKA) was proposed in [29,30]. GKA uses
GA as a search operator, as it finds a globally optimal partition [31,32].

In addition, a hybrid algorithm was proposed in [33] to solve the problems of K-M
based on GA and the weighted K-M algorithm. Moreover, another hybrid algorithm using
K-M and SA was proposed in [34].

A comparison of implementation complexity and computational cost between the
most common clustering algorithms was summarized, as shown Table 1 [16,23,35–37].
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Table 1. Comparison between different optimization and metaheuristics algorithms [2,22,38–40].

Algorithm Name
Implementation Complexity Level Computational Cost Level

High Medium Low High Medium Low

K-M � �
TS � �
GA � �
SA � �

Algorithm 1 � �
J-M+ � �
VNS � �

VNS-1 � �
G1 � �
G2 � �

KHM � �
PSO � �

PSOKHM � �
ACO � �

ACOKHM � �
Proposed

MHTSASM
Approach

� �

2.2.1. Tabu Search (TS) Clustering Algorithm

TS is considered to be one of the meta-heuristics algorithms that is based on memory
objects to make economic exploitation and exploration for search space. Tabu list (TL) is
one of the main memory elements of TS. It is a list that contains recently visited solutions
by TS. It is used by TS in order to avoid re-entering pre-visited regions.

Memory Elements

TS is considered to be one of the meta-heuristic algorithms. It is used to solve hard
optimization problems of which classical methods often encounter great difficulty [41]. It
depends on memory structures rather than memoryless methods based on semi random
processes implementing a form of sampling. The MHTSASM is an advanced TS that uses
responsive and intelligent memory. It uses multiple memory elements such as EL, TL, and
ASM in order to minimize search time and focus on promising regions.

EL: Elite list stores best visited solutions.
TL: Tabu list stores recently visited solutions.
ASMv: Feature partitions visitation matrix. It is a matrix that partitions each feature

into p partitions, and it is stored as a matrix of size K × p × d. It stores the number of visits
of each partition for all generated centers.

ASMu: Feature improvement update matrix. It has the same size of ASMv and stores
the number of obtained improvements of objective functions while updating the centers.

MHTSASM uses both explicit and attributive memories. Explicit memory records
complete solutions such as EL and TL. Attributive memory stores information about
features of each solution such as ASMv and ASMu. MHTSASM uses memory elements to
guide intensification and diversification strategies.

Center Adjustment

The center adjustment method as shown in Algorithm 1 is used to re-compute the
centers according to the data objects related to each center. It re-assigns each data object x
to center Cj, j = 1, . . . , K with minimum Euclidean distance between center and data object.
Applying K-M, a new set of centers according to mean values of related objects to each
center is computed. Equations (3) and (4) are used in Algorithm 1.
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j∗ = arg
min

j = 1, . . . , k
‖xi − C̃

(j)‖ (3)

C̃
(j)

=
1∣∣Sj
∣∣ ∑x ∈Sj

x (4)

Algorithm 1: Center Adjust(K, C̃, d, D)

1. Set Sj, j = 1, . . . , K to be empty.
2. Repeat (2.1–2.2) steps for i = 1, . . . , n.

2.1. Compute the Euclidean distance between data object xi and each center C̃
(j)

, j = 1, . . . , K.
2.2. Add xi to Sj∗ where

Compute Equation (3)
Hence, Sj∗ = Sj∗ ∪ xi

3. Compute a new set of centers C̃ =
{

C̃
(1)

, . . . ., C̃
(k)
}

; each center C̃
(j) ∈ C̃ is computed

according to the following equation:

Compute Equation (4)

4. Return C̃
(j)

, j = 1, . . . , K.

3. The Proposed MHTSASM Algorithm

In this paper, the MHTSASM algorithm is proposed for data clustering, which is
based on TS and K-M. Figure 2 shows the proposed MHTSASM algorithm framework. The
MHTSASM starts with a random initial solution. It obtains neighbors of the current solution
called trial solutions and updates memory elements for each iteration. Furthermore, it uses
intensification and diversification strategies guided by memory elements to enhance the
search process. Thus, it is a high level TS algorithm with long term memory elements. In
the following subsections, the main components of MHTSASM are explained.

3.1. Intensification and Diversification Strategies

The TS has two highly important components called (1) intensification strategy; and
(2) diversification strategy. The MHTSASM uses both intensification and diversification
strategies guided by ASM. Intensification tries to immigrate to best solutions. It can recruit
a return into striking regions in order to explore them more systematically. Furthermore,
intensification techniques require saving elite solutions to be able to examine their neigh-
bors, and thus the MHTSASM records elite solutions in EL. The MHTSASM may use the
responsive memory ASMu in order to keep track of best partitions of each feature in the
search space.

The intensification method as shown in Algorithm 2 is guided by ASMu. It selects a
random number of features from d features. The MHTSASM selects a partition with the
highest updating improvement value for the current center for each selected feature. Each
selected feature value is updated with a random value in range between the current feature
value and the selected partition. The memory elements are updated, and the updated set of
centers is returned. Algorithm 2 states formally the steps of the intensification process.

On the other hand, the diversification strategy can develop the exploration process
in order to inspect the non-visited regions and create a new solution. It can improve the
exploration for search space. The MHTSASM applies diversification by choosing partitions
from ASMv with a minimum number of visits.
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Figure 2. The proposed MHTSASM algorithm framework.

Algorithm 2: Intensification Algorithm
(
δ, C̃, ASMu, ASMv, d

)
1. For each center in C̃, repeat the following steps (1.1–1.4).

1.1. Select δ features with highest updating improvement value in ASMu from d
data features.

1.2. Select a partition from p partitions for each selected feature with the highest
updating improvement value for current center in ASMu.

1.3. Update the value of the selected feature by computing a random value in the range
between the current value and the selected partition value.

1.4. Update memory elements ASMv.

2. Return the updated centers C̃, ASMv.
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The diversification method as shown in Algorithm 3 tends to explore unvisited regions
guided by ASMv. It selects a random number of features from d features. Next, the
MHTSASM selects a partition with a minimum number of visits for the current center for
the selected features. Each feature value is updated with a random value in the range of
the selected partition depending on the ASMv information. The memory elements are
updated, and the updated set of centers is returned. Algorithm 3 states formally the steps
of the diversification process.

Algorithm 3: Diversification Method
(
δ, C̃, ASMv, d

)
1. For each center in C̃, repeat the following steps (1.1–1.4).

1.1. Select δ features from features with the least number of visits in ASMv from d
data features.

1.2. Select a partition from p partitions for each selected feature with the least number of
visits for the current center in ASMv.

1.3. Update the value of the selected feature by computing a random value in the range
between the current value and the selected partition value.

1.4. Update memory elements ASMv.

2. Return the updated centers C̃, ASMv.

3.2. Trial Solutions Generation Algorithm

The trial solutions generation method as shown in Algorithm 4 generates μ trial
solutions near the current set of centers C. It may select the random features for each
center and then generate a new random value that belongs to the range of the current
value partition. It makes a thorough search for neighbors of the current set of centers C.
Algorithm 4 states formally the steps of the trial solutions generation process.

Algorithm 4: Trial Solutions Method (C, μ, ASMv, d)

1. Repeat the following steps (1.1–1.3) for j = 1, . . . , μ.

1.1. Set C̃
(j)

equal to the input centers C.
1.2. Select η features randomly from d data features.
1.3. Repeat steps (1.3.1–1.3.2) for m = 1, . . . , η.

1.3.1. Update the values of the selected features in C̃
(j)

by generating new values
randomly.

1.3.2. Update the memory elements ASMv.

2. Return the updated set of centers C̃
(j)

, j = 1, . . . , μ, ASMv.

3.3. Refinement Method

The refinement method as shown in Algorithm 5 is used to examine the neighbors
of the best solutions that have been found so far and return with the better solution if it
exists in their neighborhood. It may call the trial solution (Algorithm 4) in order to find the
neighbors of the current solution. If a better solution is found, it will call the trial solution
(Algorithm 4) again for a new solution; otherwise, it will break. Algorithm 5 states formally
the steps of the refinement method.

Algorithm 5: Refinement Method (C, μ, ASMv, ASMu, EL, d)

1. Apply Algorithm 4 to generate μ centers C̃ near the set of centers C.
2. Update the memory elements.
3. If an improvement achieved, then go to step 1; otherwise, go to step 4.
4. Return C, ASMv, ASMu, EL.

645



Symmetry 2022, 14, 623

3.4. The Proposed MHTSASM Algorithm

The MHTSASM cluster algorithm is proposed in this paper. It is an advanced TS that
uses responsive and intelligent memory, and it uses multiple memory elements, such as
the EL memory element of TS, in order to store the best solutions, and the ASM in order to
store information about features of each solution. It may use two important TS strategies:
intensification and diversification. It starts with initial random centers and then applies
the trail solutions (Algorithm 4) in order to generate trial solutions near initial centers. The
parameter variables are used to determine if intensification or diversification is needed.

If the intensification strategy is needed, the intensification (Algorithm 2) is applied
to enhance the set of centers using ASM and EL. If the centers are stuck and gain no
improvement, diversification (Algorithm 3) is used to make exploration for regions that
have not been visited yet. However, if termination conditions are satisfied, then refinement
is carried out (Algorithm 5), where the refinement method examines the neighbors of the
best solution that has been found so far. If there is no improvement, then the process is
terminated. Algorithm 6 states formally the steps of the advanced MHTSASM algorithm.

Algorithm 6: MHTSASM Algorithm

1. Initialization. Set values for the number of clusters K, the number of neighborhood trials μ,
and set the memory elements TL, ASMv, ASMu, and EL to be empty.

2. Generate K random initial centers C.
3. Evaluate the initial centers C and update the memory elements TL and EL.
4. Main Loop.

4.1. Generate μ trail solutions C̃
(j)

, j = 1, . . . , μ applying Algorithm 4.
4.2. Repeat the following steps (4.2.1–4.2.2) for j = 1, . . . , μ.

4.2.1. Adjust set of centers C̃
(j)

applying Algorithm 1; compute the objective

function f(C̃
(j)

) applying Equation (2).

4.2.2. If objective function of f(C̃
(j)

) is not better than f(C), then go to Step 4.2.1;

otherwise set C equal to C̃
(j)

and update ASMu.

4.3. Update the memory elements TL and EL.

5. Termination. If the termination conditions are satisfied then go to Step 8. Otherwise, go to
Step 6.

6. Intensification. If an intensive solution is needed, then apply Algorithm 3 to generate new
centers C. Update the memory elements and go to Step 4.

7. Diversification. If a diverse solution is needed, then apply Algorithm 2 to generate new
centers C. Update the memory elements and go to Step 4.

8. Final Refinement. Apply Algorithm 5 to refine the best solution found so far.

4. Numerical Experiments

4.1. Dataset

There are several numerical experiments for small and medium dataset sizes that were
done in order to validate the clustering algorithm effectiveness. In other words, there were
three clustering test problems used in order to evaluate the proposed MHTSASM algorithm
with others clustering techniques, such as K-M, TS, GA, and SA.

Firstly, there are three different standard test problems that were considered to compare
the proposed algorithm with the other heuristics and meta-heuristics, such as the K-M
algorithm [42], the TS method, GA, the SA method, and the non-smooth optimization
technique for the minimum sum for the squares clustering problems (Algorithm 1) [43].
The German towns clustering test, which uses Cartesian coordinates, which has 59 towns
and 59 records with two attributes, was used. Secondly, another set including 89 postal
zones in Bavaria, which includes 89 records and 3 attributes, was used. Thirdly, another
set including 89 postal zones in Bavaria, which includes 89 records and 4 attributes, was
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used. The results for these datasets are presented in Section 4.2.1, First Clustering Test
Problems Situation.

Secondly, another two test datasets were used to compare the proposed MHTSASM
algorithm with K-M algorithm, j-means (J-M+) algorithms [25], and the variable neighbor-
hood search, such as VNS, VNS+, and VNS-1 algorithms [22]. In addition, we compared
MHTSASM with the Global K-means (G1) [24], Fast global K-means (G2) algorithm [38,39],
and Algorithm 1 [40,44]. These datasets are called (1) the first Germany postal zones dataset;
and (2) the Fisher’s iris dataset that includes 150 instances and 4 attributes [45–47] used in
order to evaluate the proposed MHTSASM algorithm with others clustering techniques,
such as K-M, J-M+, VNS, VNS+, VNS-1, G1, and G2. The results for these dataset is
presented in Section 4.2.2, Second Clustering Test Problems Situation.

Thirdly, another five datasets called Iris, Glass, Cancer, Contraceptive Method Choice
(CMC) and Wine as the examples of low, medium, and high dimensions data, respectively,
were used to compare the proposed MHTSASM algorithm with K-harmonic means (KHM),
particle swarm optimization (PSO), hybrid clustering method based on KHM, and PSO,
called the PSOKHM algorithm [25] ACO and the hybrid clustering method based on ACO
and KHM called the ACOKHM algorithm [26,27]. The results for these dataset is presented
in Section 4.2.3, Third Clustering Test Problems Situation.

Table 2 summarizes the characteristics of these datasets [47]. Furthermore, there are
several methods called (1) KHM; (2) PSO; and (3) PSOKHM algorithms [25], which were
selected in order to compare their performances. In addition, other method called (1) KHM;
(2) ACO; and (3) ACOKHM algorithms [27,28] were selected for the same purpose.

Table 2. Datasets characteristics.

Data Set
Name

No. of Classes No. of Features Data Set Size
Classes Size in

Parentheses

Iris 3 4 150 (50, 50, 50)
Glass 6 9 214 (70, 17, 76, 13, 9, 29)

Cancer 2 9 683 (444, 239)
CMC 3 9 1473 (629, 334, 510)
Wine 3 13 178 (59, 71, 48)

Moreover, there are two characteristics for each dataset that can positively affect the
clustering algorithms’ performances: (1) the instances which are the data records numbers;
and (2) the features which are the data attributes numbers. The list of parameter values for
the proposed MHTSASM algorithm is presented in Table 3 [28].

Table 3. Parameters setting.

Parameters Definition Value

El Largest number of solution stored in elite list 5
ASMv Number of visits of each partition 9
ASMu Number of visit of each partition with improvement 300

4.2. Clustering Test Problems Situation Results

Tables 4 and 5 report the best value for the global minimum. The values are given as
nf(x∗), where x∗ is the local minimizer, and n is the instances number [28]. Moreover, the
error E percentage of every algorithm is shown and calculated using Equation (5).

E =
f − fopt

fopt
∗ 100 (5)

where f represents the algorithm finding solution, and fopt represents the best known solution.
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Table 4. Results of first problems situation.

K Dataset Name fopt K-M TS GA SA Algorithm 1 MHTSASM

2
German towns 0.121426 × 106 0.00 0.00 0.00 0.00 0.00 0.00

first Bavarian postal zones 0.60255 × 1012 7.75 0.00 0.00 0.00 0.00 0.00
second Bavarian postal zones 0.199080 × 1011 144.25 0.00 144.25 144.25 144.25 144.25

3
German towns 0.77009 × 105 1.45 0.00 0.00 0.29 0.29 0.00

first Bavarian postal zones 0.29451 × 1012 23.48 23.48 23.48 23.48 0.00 0.00
second Bavarian postal zones 0.173987 × 1011 106.79 0.00 0.00 77.77 0.00 0.00

4
German towns 0.49601 × 105 0.55 0.00 0.00 0.00 0.00 0.00

first Bavarian postal zones 0.10447 × 1012 166.88 18.14 0.00 0.39 0.00 0.00
second Bavarian postal zones 0.755908 × 1010 303.67 0.00 0.00 9.13 0.00 0.00

5
German towns 0.39453 × 105 2.75 0.00 0.15 0.15 0.15 0.00

first Bavarian postal zones 0.59762 × 1011 335.32 33.35 0.00 40.32 0.00 0.00
second Bavarian postal zones 0.540379 × 1010 446.13 15.76 15.76 18.72 0.00 0.00

Table 5. Results of second problems situation.

K Dataset Name fopt K-M J-M+ VNS VNS-1 G1 G2 Algorithm 1 MHTSASM

2
first Germany
postal zones 0.60255 × 1012 7.75 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Fisher’s iris 152.35 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01

3
first Germany
postal zones 0.29451 × 1012 23.40 0.00 7.04 0.00 0.00 0.00 0.00 0.00

Fisher’s iris 78.851 13.35 0.00 0.00 0.00 0.00 0.01 0.00 0.11

4
first Germany
postal zones 0.10447 × 1012 156.17 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Fisher’s iris 57.228 11.26 2.40 0.00 0.00 0.00 0.00 0.00 0.16

5
first Germany
postal zones 0.59762 × 1011 315.28 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Fisher’s iris 46.446 13.83 3.97 1.46 0.00 0.00 0.06 0.00 0.19

6
first Germany
postal zones 0.35909 × 1011 531.44 27.70 11.06 0.00 0.00 0.00 0.00 0.00

Fisher’s iris 39.040 16.21 4.26 0.01 0.00 0.00 0.07 0.00 0.00

7
first Germany
postal zones 0.21983 × 1011 832.60 44.00 7.07 0.00 0.00 0.00 1.48 0.00

Fisher’s iris 34.298 17.43 2.86 0.00 0.00 0.02 1.55 1.34 0.00

8
first Germany
postal zones 0.13385 × 1011 1239.64 0.24 0.00 0.00 0.00 0.00 0.00 0.00

Fisher’s iris 29.989 20.81 2.76 0.02 0.00 0.01 0.25 0.00 0.00

9
first Germany
postal zones 0.84237 × 1010 1697.17 28.59 0.00 0.00 0.00 0.00 0.00 0.00

Fisher’s iris 27.786 18.80 1.62 0.00 0.00 0.01 0.82 1.37 0.23

10
first Germany
postal zones 0.64465 × 1010 1638.30 0.16 0.00 0.00 0.00 0.00 11.32 0.00

Fisher’s iris 25.834 17.43 2.84 0.42 0.00 0.51 1.00 0.00 0.28

4.2.1. First Clustering Test Problems Situation

The numerical experimental results in Table 4 were taken for seven runs. In these
tables, K refers to the number of clusters, and fopt refers to the best identified value.

The proposed MHTSASM algorithm can reach the best results compared with all other
clusters techniques for the German towns dataset, as shown in Table 4. The MHTSASM, TS,
and GA results were the same. SA and Algorithm 1 gave the same results for all clusters.

Furthermore, the proposed MHTSASM algorithm achieved the best results for all
numbers of clusters for the first Bavarian postal zones dataset, as shown in Table 4. The
results from Algorithm 1 and MHTSASM were the same. Cluster three gave bad results for
K-M, TS, GA, and SA. Cluster four gave better results for K-M, TS, GA, and SA than cluster
three. Furthermore, GA gave good results except for cluster three.
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The results presented in Table 4 show that TS achieved the best results for all numbers
of clusters except for clusters five, where it gave a bad result for the second Bavarian postal
zones dataset. The results from Algorithm 1 and the MHTSASM were the same for all
clusters. Cluster two gave bad results for all algorithms except TS. Clusters three and four
gave good results for the MHTSASM, Algorithm 1, and GA but bad results for SA and K-M.
Cluster five gave good results for the proposed MHTSASM algorithm and Algorithm 1 but
bad for K-M, TS, GA, and SA.

The results indicated that the proposed MHTSASM algorithm could reach better or
very similar solutions to those found using the global optimization methods. Therefore, the
proposed MHTSASM algorithm can deeply compute the local minimum in the clustering
problem for the objective function.

4.2.2. Second Clustering Test Problems Situation

Another two datasets called (1) the first Germany postal zones dataset, and (2) the
Fisher´s iris dataset that includes 150 instances and 4 attributes [8,21] were used in order
to evaluate the proposed MHTSASM algorithm with other clustering techniques, such as
K-M, J-M+, VNS, VNS+, VNS-1, G1, and G2. The numerical experimental results for this
evaluation is presented in Table 5, where K refers to the number of clusters, and fopt refers
to the best identified value [28].

The average results for 10 restarts for KM, J-M+, and VNS were used, as seen in
Table 5. The results of the first Germany postal zones dataset indicated that the proposed
MHTSASM algorithm achieved better results than those for K-M, J-M+, VNS, G1, G2, and
Algorithm 1. The proposed MHTSASM algorithm performed the same as VNS-1.

As shown in Table 5, the results of the Fisher´s iris dataset indicated that the proposed
MHTSASM algorithm achieved better performance than the K-M technique for all numbers
of clusters except for K = 2 and better results than J-M+ for K = 2, 3 [28]. The MHTSASM
gave better results than G2 for K = 6, 7, 8, 9, 10. The proposed MHTSASM algorithm and
VNS-1 gave results for K = 6, 7, 8 better than all other algorithms. Algorithm 1 and G1
were quite similar; they gave better results than the proposed MHTSASM algorithm for
K = 2, 3, 4, 5. VNS gave better results than the MHTSASM for K = 2, 3, 4, 9. Compared with
the Algorithm 1, the G1 technique achieved similar or better performance for all K values
excluding K = 10. The proposed MHTSASM algorithm gave better results than Algorithm 1
for K = 7, 9. It gave better results than G2 for K = 6, 7, 8, 9, 10. It gave better results than
G1 for K = 7, 8, 10. In addition, it gave better results than VNS for K = 6, 8, 10. The VNS-1
can be considered as the best technique for the Fisher´s iris dataset, as it could achieve the
best identified optimal values. Hence, the results indicated that the results deviation found
using the proposed MHTSASM algorithm from the comprehensive minimum was equal to
or less than zero for all K.

4.2.3. Third Clustering Test Problems Situation

Another five datasets, known as Iris, Glass, Cancer, Contraceptive Method Choice
(CMC), and Wine were employed to validate the proposed MHTSASM algorithm. Further-
more, there were several methods called (1) KHM, (2) PSO, and (3) PSOKHM algorithm [25]
that were selected in order to compare their performances [28]. In addition, methods called
(1) KHM, (2) ACO, and (3) ACOKHM algorithm [26,27] were selected for the same purpose.

The clustering methods quality, which could be measured using the F-measure criteria,
was compared. F-measure is an external quality measure applicable for quality evaluation
tasks [48–52]. It uses the ideas of precision and recall from information retrieval [53–57].
It finds how each point is clustered correctly relative to its original class. Every class (i)
assumed using the benchmark dataset class labels is observed as ni items set chosen for the
query. Every cluster (j) created using the data cluster algorithms is observed as ni items set
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for the query retrieval. Let nij denotes the class i element numbers inside cluster j. For every
class i inside cluster j, the precision and recall are then defined as shown in Equation (6):

P(i,j) =
nij

nj
, r(i,j) =

nij

ni
(6)

and the corresponding value under the F-measure is calculated by Equation (7):

F(i,j) =

(
b2 + 1

)
∗P(i,j)∗ r(i,j)

b2∗ P(i,j) + r(i,j)
(7)

where we are assuming that (b = 1) in order to gain equal weighting for r(i,j) and p(i,j). The
total F-measure for the dataset of size n can be calculated using Equation (8):

F = ∑
i

ni

n
max

j

{
F(i,j)

}
(8)

The results in Table 6 show the quality of clustering evaluated using the F-measure over
five real datasets. The results show standard deviations and means for 10 independent runs.

Table 6. Results of KHM, PSO, PSOKHM, and the proposed MHTSASM algorithm when p = 2.5, 3,
and 3.5, respectively.

p No
Dataset
Name

KHM PSO PSOKHM MHTSASM

2.5

Iris 0.750 0.711 0.753 0.892
Glass 0.421 0.387 0.424 0.548

Cancer 0.829 0.819 0.829 0.872
CMC 0.335 0.298 0.333 0.404
Wine 0.516 0.512 0.516 0.715

3

Iris 0.744 0.740 0.744 0.892
Glass 0.422 0.378 0.427 0.548

Cancer 0.834 0.817 0.834 0.872
CMC 0.303 0.250 0.303 0.404
Wine 0.538 0.519 0.553 0.715

3.5

Iris 0.770 0.660 0.762 0.892
Glass 0.396 0.373 0.396 0.548

Cancer 0.832 0.820 0.835 0.872
CMC 0.332 0.298 0.332 0.404
Wine 0.502 0.530 0.535 0.715

The results of numerical experiments are presented in Table 6 for KHM, PSO, and
PSOKHM when p = 2.5 and indicate that the proposed MHTSASM algorithm performed
better than results for KHM, PSO, and PSOKHM for all datasets [28]. Furthermore, the
PSOKHM performed better than results for KHM and PSO for datasets Iris and Glass.
KHM performed better than results for PSO and PSOKHM for the CMC dataset. PSOKHM
and KHM performed the same for datasets Wine and Cancer.

The results of numerical experiments are presented in Table 6 for KHM, PSO, and
PSOKHM when p = 3 and show that the proposed MHTSASM algorithm performed better
than results for KHM, PSO, and PSOKHM for all datasets. The PSOKHM performed better
than results for KHM and PSO for datasets Glass and Wine. The PSOKHM and KHM
performed the same for datasets Iris, Cancer, and CMC.

The results of numerical experiments are presented in Table 6 for KHM, PSO, and
PSOKHM when p = 3.5 and show that the proposed MHTSASM algorithm performed
better than results for KHM, PSO, and PSOKHM for all datasets. PSOKHM performed
better than results for KHM and PSO for datasets Cancer and Wine. The KHM performed
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better than results for PSO and PSOKHM for the Iris dataset. The PSOKHM and KHM
performed the same for datasets Glass and CMC.

4.3. Discussion

As shown in Table 4, the proposed MHTSASM algorithm could reach the best results
compared with all others cluster techniques for the German towns dataset. Furthermore,
it achieved the best results for all numbers of clusters for the first Bavarian postal zones
dataset. TS achieved the best results for all numbers of clusters except cluster five, where
it gave a bad result for the second Bavarian postal zones dataset. Cluster three gave bad
results for K-M [24], TS, GA, and SA [23]. Cluster four gave better results for K-M, TS, GA,
and SA than cluster three. Furthermore, GA gave good results except for cluster three. The
results indicated that the proposed MHTSASM algorithm could reach better or very similar
solutions to those found using the global optimization methods. Therefore, the proposed
MHTSASM algorithm could deeply compute the local minimum in the clustering problem
for the objective function.

As shown in Table 5, the results of the Fisher´s iris dataset indicated that the proposed
MHTSASM algorithm achieved better performance than the K-M [42] technique for all
numbers of clusters, except for K = 2, and better results than J-M+ for K = 2, 3. Hence, the
results indicate that the results deviation found using the proposed MHTSASM algorithm
from the comprehensive minimum is equal to or less than zero for all K.

As shown in Table 6, the results of numerical experiments indicate that the pro-
posed MHTSASM algorithm performed better than results for KHM [25], PSO, and
PSOKHM [26,27] for all datasets.

5. Conclusions

Clustering is a common data analysis and data mining problem. It aims to group
similar data objects into sets of disjoint classes. Symmetry can be considered as a pre-
attentive feature which that improves the shapes and objects, as well as reconstruction
and recognition. The symmetry-based clustering methods search for clusters that are
symmetric with respect to their centers. In addition, the K-M algorithm is one of the
most common clustering methods. It can be easily implemented and works faster in most
conditions. However, it is sensitively initialized and it can be easily trapped in the local
targets. The TS algorithm is a stochastic global optimization technique. A new algorithm
using the TS with K-M clustering, called MHTSASM, was presented in this paper. The
MHTSASM algorithm fully uses the merits of both TS and K-M algorithms. It uses TS to
make economic exploration for data with the help of ASM. It uses different strategies of
TS, such as the intensification and diversification. The proposed MHTSASM algorithm
performance is compared with multiple clustering techniques based on both optimization
and meta-heuristics. The experimental results ensure that the MHTSASM overcomes
initialization sensitivity of K-M and reaches the global optimal effectively. However,
dealing and identifying clusters with non-convex shapes is one of the paper’s limitation,
and it will be one of the future research direction.
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Abstract: This paper investigates the Discrete Targets Search Problem, (DTSP), which aims to quickly
search for discrete objects scattered in a vast symmetry region. Different from continuous function
extremal value search, the discrete points search cannot make use of the properties of regular
functions, such as function analytic, single/multiple extreme, and monotonicity. Thus, in this paper
a new search scheme based on Lévy random distribution is investigated. In comparison with the
Traditional Carpet search or Random search based on other distributions, DTSP can provide much
faster search speed which is demonstrated by simulation with different scales problems for the
selected scenarios. The simulations experiment proves that DTSP is faster for searching for a discrete
single target or multiple targets in a wide area. It provides a new method for solving the discrete
target search problem.

Keywords: discrete targets search; grid search/traditional carpet search; uniform distribution search;
Lévy distribution search; targets search optimization; vast symmetry region

1. Introduction

This paper is motivated by a world-wide focused case, the lost connection of the
Malaysia Airlines Flight 370 (MH370). It has been missing up to now since then. Dozens
of countries around the world have attempted the search using different kinds of most
advanced technology such as radio “pings” between the aircraft and an Inmarsat satellite
based on military radar data. Unfortunately, there has been neither confirmation of flight
debris nor indication of crash sites. This paper defines the sea target search, grassland target
search, desert target search, etc., in a large area as Discrete Targets Search Problem which is
DTSP for short. DTSP has a wide range of applications, such as in the case of war, how
to quickly search the enemy warships group. In addition, the rescue of airplane crashes,
shipwrecks, and the desert search, etc. can be conversed with DTSP to be solved. Because
search goal area is very large, the search target is a decentralized point, and characteristics
of targets are not clear, DTSP is very difficult, and the research report on it is more visible.
In a large area, see in Figure 1 for how to quickly search target. Research DTSP has great
practical meaning.

There are some reports on the study of target recognition search, mainly through
radar, infrared, robot, and other tracking. Some pioneer researchers reported about target
recognition, target acquisition, and target tracking. For example, references [1,2] considered
the case of heuristic search where the location of the goal may change during the course
of the search. They introduced ideas from the area of resource-bounded planning into a
Moving Target Search (MTS) algorithm, including commitment to god and deliberation for
selecting plans. J. R. R. Uijlings et al. [3] addresses the problem of generating possible object
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locations for the use in object recognition. They introduce selective search by combining
the strength of both an exhaustive search and segmentation. Grimaldo Silva et al. [4]
proposed the use of saliency information to organize regions based on their probability of
containing objects. Xin, ZH et al. introduced a new ground moving-target-focused method
for airborne synthetic aperture radar in [5]. Compared to conventional SAR imaging
methods, it can eliminate the effects of Doppler ambiguity and azimuth spectrum split.
Mohamed Abd Allah El-Hadidy in [6] presented a search model that finds n-dimensional
randomly moving target in which no information of the target position is available to
the searchers. Zhen Shi et al. in [7] proposed a parallel search strategy based on kernel
sparse representation to perform the tracking task in the FLIR sequences. The kernel
method is used to deal with complex appearance variations. A variety of different target
search problems were reported with different technical strategies, such as UAVs [8] and
robots [9–11]. However, there are a few references about the discrete point object search
problem. This paper discusses different strategies to study how to search discrete point
object efficiently. In addition, there are more researches on the problem of discrete target
search from the aspects of infrared and radar technology but fewer research reports from
the perspective of image processing and algorithms.

Figure 1. Discrete point target search. * is the label of the search target location.

The discrete point search problem is very different from the extreme value of function
search problem (see Figure 2). In this case, the objects are isolated, and they are not related
to each other. However, in the extreme value of function search problem, extreme points
and other points are related, such that intelligent iterative calculation can be used to find
their extreme point. Aiming at the particularity of discrete target search problem, this
article proposes an efficient and reliable search method to achieve rapid searching target in
a wide range of areas. We study the effectiveness of Traditional Carpet search, random search,
and Lévy distribution random search for discrete point object, with the following differences
from existing ones: Firstly, based on the practical problems of searching for discrete targets
in people’s production and life, DTSP is proposed. From an actual target search problem
analysis, it summarized and extracted a common technical problem. From the actual target
search problem analysis, it summed up the common technical solutions to the problem;
secondly, it formulates a new search with different evolution mode, for discrete point object
problem; thirdly, it strictly analyzes and compares different search method performance.
We show that the proposed search method is more efficient than tradition search and
discuss the implication of the results and suggestion for further research.

The remainder of this paper is organized as follows: In Section 2, we sum up the
search method for discrete targets in the current reality. In Section 3, we develop the general
framework of the search solution. In Section 4, we formulate some dominance properties
and model mathematical of DTSP. In Section 5, we discuss the Traditional Carpet search,
random search, and Lévy distribution random search for discrete point object. The Lévy
distribution random search was developed to enhance the search efficiency for the DTSP.
The results of a computational experiment are provided in Section 6. Some conclusions are
given in the last section.
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Figure 2. Extreme value of function search.

2. The Current Search Method

The traditional search methods are usually used for search in plane crash, ship sank,
and desert missing, as well as the search of landslide spot, forest fire spot and rescue,
grassland, and enemy warships group, etc. For example, sending aircraft flights to the
target area to search for suspicious targets or sending ground and rescue personnel for
on-site search. Most of the current searches are Traditional Carpet search, which divide the
target area into many lattices to be searched one by one in turn, as shown by Figure 3:

Figure 3. The carpet search model. * is the label of the search target location.

In the past, most actual discrete point object search problems use the Traditional
Carpet search to look for target. Rescuers use any possible means; aircraft and ships
deploy equipment to listen for signals from the underwater locator beacons attached to
the aircraft’s “black box” flight recorders. However the batteries of the beacons become
exhausted in a short time. For example in MH370 search, the search operation continued in
the area of the signals using a robotic submarine for a long time but without obtaining any
evidence of debris.

The efficiency of Traditional Carpet search method is low due to its enumeration nature.
It is almost invalid when the target is in a big area. The paper [12] presented a FogLight
approach for searching metabolic networks utilizing Boolean (AND-OR) operations repre-
sented in matrix notation to efficiently reduce the search space. This paper presents a new
idea and method for discrete point object search.

3. New Search Solution Based on Satellite Image

Currently the image processing technology is very mature, and satellite images can be
used to look for targets. Methods for image processing include the so-called “M-estimators”
(from robust statistics) [13], among others machine learning techniques. This reinforces
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the credibility of satellite images than can be used in discrete search problems. Robust M-
estimators, which are generalizations of maximum-likelihood estimators, tend to look at the
bulk of the data/image information and ignore atypical values (outliers or multiple outliers)
during estimation procedure (pattern recognition), due to their mathematical structure.

The new algorithm based on satellite images processing operations is as follows:
(1) The search command center informs the satellite control station to adjust satellite

attitude and direction to target search area;
(2) The satellite takes a picture of search target area and then promptly sends the

image to the processing center;
(3) The image processing center first amplifies satellite photographs and cuts them

into the lattice images. Secondly, the algorithm chooses the lattice images to identify which
image is the target. Thirdly, it determines the actual position of the target image and then
quickly identifies the suspected target coordinates;

(4) It sends the coordinates of the suspected target to the UAV, search aircraft, ship, or
ground rescuers to affirm the target and obtain more detailed information;

(5) All information of targets is sent to the search center.
The Discrete Targets search diagram based on the new algorithm with satellite image

processing is illustrated in Figure 4:

Figure 4. The search logic diagram.

4. Discrete Target Search Problem

4.1. Target (Black Box) Search Problem

In extreme value of function search problem, the extreme point and other points are
related and can share useful information for looking for object. However, with the discrete
point target search problem, its target is isolated, and all points are not relative each other.
With DTSP, other points are not able to provide the useful information to help find the
target point. For the special case of DTSP, it is impossible to use a traditional method
such as intelligent iterative calculation to solve it. Here, we present a new method to
solve DTSP.

Put the target into the coordinate system. If the coordinate value of target is focused,
it is a successful search. The problem of discrete point search is translated into a search
problem of a target element in the matrix to look for the coordinate of 1 in one target search
matrix (1). ⎛⎜⎜⎜⎜⎝

0 0 · · · 0 0
0 0 · · · 0 0
· · · · · · · · · · · · · · ·
0 0 · · · 1 0
0 0 · · · 0 0

⎞⎟⎟⎟⎟⎠ (1)

Code rule/0-1: The target area image is divided into lattice images. If a grid image
is an object, the element of the grid image is set to 1 in the matrix. Put all lattice images
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into matrix with the target image denoted by truth/1 and others by false/0. In the search
process, if the coordinate of the 1 point is found the search is successful.

4.2. Multi-Targets (Black Box and Wreckage) Search

Put the main target(black box) and wreckage into the coordinate system. If the main
target and some wreckage coordinate value are found, it is a successful search. The problem
of some discrete target search, is translated into a search problem of target elements,
i.e., the coordinates of targets B(black box) and wi (0 < wi < A wreckage), in multi-targets
matrix (2), in which the B and wi denote the black box and wreckage, respectively.⎛⎜⎜⎜⎜⎝

0 0 · · · 0 0 0 0 0 0 0
0 0 · · · 0 0 w1 0 w2 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 · · · 0 0 0 B 0 wi 0
0 0 · · · 0 0 0 0 0 0 0

⎞⎟⎟⎟⎟⎠ (2)

Code rule/0-B-wi: Put all lattice images into a matrix. Main target/black box image
are denoted by B, wreckage is wi, and others are false/0. In matrix (2), B is the goal/black
box, wi is the wreckage, and 0 is blank. A successful search aims to find the black box
image or most of wreckage coordinates or the black box and a small part of the wreckage
coordinates. If the coordinates of black box B point or wreckage wi point with the total
number more than X are found, the search is successful.

In the following section, we further discuss how to use minimum step to look for
the coordinate of targets, how image processing center uses the least number processing
picture, and how to judge and look for a target and determine its coordinates.

5. Screening/Search Target Picture

5.1. A Uniform Distribution Search Method

A uniform random search target image method is as follows:
Step 1: Based on Uni f orm distribution, randomly generate two integers (x, y) as the

ordinate and abscissa of the candidate target;
Step 2: It is judged whether or not the generated random number (x, y) is within the

search area, and if it is not, using Uni f orm distribution, reproduce the number of random
integers (a, b) as coordinates;

Step 3: Take the satellite grid image in the (x, y) coordinates, judge whether is it real
target. If it is not a target, go to step 1.

Step 4: If the target is searched, the coordinates of the target and its image are output;
Above using uniform distribution, the search random extracts the satellite picture

judgment target, which is the Uni f orm distribution search method. Of course, one can
also use other random distribution methods to generate coordinates to extract the satellite
picture judgment search target.

5.2. A Lévy Distribution Search Method

Lévy stable distributions are a rich class of probability distributions that have many in-
triguing mathematical properties. Lévy flights are a class of random walks in which the step
lengths are drawn from a probability distribution with a power law tail. The application
of Lévy fight pattern in the Cuckoo search algorithm [14] greatly improves the algorithm
search speed to solve the design optimization [15], selected engineering applications of
gradient free optimization [16], traveling salesman problem [17,18], and the selection of
optimal machine parameters in milling operations [19]. Tarik Ljouad et al. [20] presented
a new tracking approach. Gurjit S. W and Rajiv K [21] proposed an evolutionary particle
filter based on improved cuckoo search which overcomes the sample impoverishment
problem of generic particle filter. Lévy flights are commonly used in physics to model a
variety of processes including diffusion. Broadly speaking, Lévy flights are a random walk
by step size following Lévy distribution, and the walking direction is Uniform distribution.
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In the Mantegna rule, steps size s design is as follows:

s =
μ

|υ| 1
β

(3)

The μ, υ follows Uniform distribution, i.e.,

μ ∼ N(0, σ2
μ), υ ∼ N(0, σ2

υ) (4)

Here,

συ = { Γ(1 + β)sin(πβ
2 )

Γ[(1 + β)/2]β ∗ 2(β−1)/2
} 1

β (5)

σμ = 1 (6)

This paper presents the Lévy distribution search method for DTSP. Based on Lévy
distribution with the Mantegna rule, it generates the ordinate and abscissa (x, y) of the
candidate target, in turn grabbing the picture of coordinate’s points (x, y) and then de-
termining whether it is real target. The Lévy distribution generation coordinates (x, y) of
candidate target must be in the search area. This random extracts satellite picture judgment
method, that is the Lévy distribution search method.

5.3. Pseudo Code of One Target Search

Step 1: Let parameters; including maximum generation Endgen;
Step 2: Iteration process;

• Generate stochastically (use Uniform distribution or Lévy distribution) search
start point coordinate (x0, y0);

• Judge the picture of the start point coordinate (x0, y0) to see whether it is the
target;

• t := 0.

While (t < Endgen) or (Other stop criterion)

• t := t + 1;
• Generate next step search point coordinate (xt, yt) (use Uniform distribution or

Lévy distribution); If the picture of point coordinate (xt, yt) has been searched,
skip it and re-search;

• Judge the picture of search point coordinate (xt, yt) to see whether it is the black
box target; If the picture of point coordinate (xt, yt) is the black box target, break.

Step 3: Output last step search point coordinates and its image.

5.4. Pseudo Code of Multi-Targets Search

Step 1: Let parameters; including maximum generation Endgen; the total num of
wreckages searched.
Step 2: Iteration process

• Generate stochastically (use Uniform distribution or Lèvy distribution) search
start point coordinate (x0, y0);

• Judge the picture of search start point coordinate (x0, y0) to see whether it is the
black box target or secondary target;

• Count wreckages found;
• t := 0.

While (t < Endgen and secondary target ≥ num) or (black box target==1) or (Other
stop criterion)

• t := t + 1;
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• Generate next step search point coordinate (xt, yt) (use Uniform distribution or
Lèvy distribution); If the image of point coordinate (xt, yt) has been searched,
skip it, and re-research;

• Judge the picture of search point coordinate (xt, yt) see whether it is the black
box target or secondary target;

• Count wreckage found.

Step 3: Output secondary target number and their coordinates, last step search point
coordinate, and their images.

6. Experiment for Target Search Problem

6.1. Test Example

To proof-test the effectiveness and performance of Traditional carpet search, Uni f orm
distribution and Lèvy distribution search for DTSP, a set of 10 test examples with different
dimensions was employed to evaluate it. The experimental test examples are as follows:

One target search examples:

E1: [0,10]; [0,10]; Target = [6,5].
E2: [0,50]; [0,50]; Target = [31,29].
E3: [0,100]; [0,100]; Target = [51,55].
E4: [0,1000]; [0,1000]; Target = [509,469].
E5: [0,10,000]; [0,10,000]; Target = [5049,5198].
Multi-targets example:

E6: [0,10]; [0,10]; Main Target = [6,4]. Secondary targets = [5,3;6,5]; WN = 1;
E7: [0,50]; [0,50]; Main Target = [26,27]. Secondary targets = [24,30;31,27;28,25];
WN = 2;
E8: [0,100]; [0,100]; Main Target = [65,44]. Secondary targets = [60,39; 71,46; 74,45;

62,40]; WN = 3;
E9: [0,1000]; [0,1000]; Main Target = [654,598]. Secondary Targets = [514,597;735,525;486,

562;753,556;579,499; 425,786]; WN = 4;
E10: [0,10,000]; [0,10,000]; Main Target = [5149,4809]. Secondary targets = [6514,

5897;7035,5035;4986,5562;6013,5026;5179,5099;4125,4986;6056,5165;7022,5983; 7022,5983];
WN = 5.

6.2. Comparison Test with Different Search Methods

This paper compares the minimum search step number, mean search step number,
and standard deviation searched by Traditional Carpet search, Uniform distribution, and
Lévy distribution search run 32 times. The experimental parameters and results comparison
on each target search are listed in Table 1. In the following table, the Tradition Carpet search,
Uniform distribution, and Lévy distribution search are called T, U, and L, respectively.

Remark 1. In Table 1, Ex is the search example; Abbreviation is the search methods shortened
form; Min/Average/Std denote that search target used minimum run step, average step, and step
standard deviation in run 32 times; e + n mean ×10n. Solution denotes whether to find the target,
1 denotes found, and 0 is not found. Succeed times is the successful search times in run 32 times.
Successful rate is a successful search rate in 32 run times. The better solutions found in different
search methods are illustrated with bold letters, and the best minimum average is shown with an
underline, respectively.

Remark 2. In Lévy distribution search α ∈ [0, 2]; β ∈ [−1, 1]; Γ = X; δ = Γ/2. If the
Lévy distribution generation number is negative, we use its absolute value or re-generate with
Uni f orm distribution.

From Table 1, the Lévy distribution search has the highest performance since using
it has smaller minimum and arithmetic mean search steps found target compared to
solutions obtained by others, and especially for bigger size target search problems, it has
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better search efficiency. In above test examples, the Lévy distribution search can obtain
a higher search successful rate. If the target is in the search area center, the Traditional
Carpet search method using less half steps of search area grid cannot find the target, but
using U or L search method with the probability of more 40% and 60% can find the target.
From the above experiments, we can find that scale is larger, the performance of L is more
outstanding compared with T and U search. For a huge size search problem experiment,
because of the experimental conditions limited, the data storage runs out of memory. In
the real environment, because the search range is very large, the Traditional Carpet search
is difficult for finding the target. From simulation results, we can obtain that the Lévy
distribution search as being clearly better than Traditional Carpet search and Uni f orm
distribution search for one target search problem. Especially for large size problem, the L
search has strong ability.

Table 1. The comparison results of T, U, and L search for one target search.

Search
Abbreviation Min/Average/Std

Search Succeed Successful
Methods Solution Times Rate

E1 Traditional T 50/50/0 0 0 0

EG = 50 Uniform U 5/37.1563/15.7544 1 19 0.5938X = [0,10] distribution

Y = [0,10] Lévy L 3/33.5938 /16.3408 1 21 0.6563distribution

E2 Traditional T 1250/1250/0 0 0 0

EG = 1250 Uniform U 89/994.4688/391.3227 1 14 0.4375X = [0,50] distribution

Y = [0,50] Lévy L 56/1.0228 × 103/359.3115 1 14 0.4375distribution

E3 Traditional T 5000/5000/0 0 0 0

EG = 5000 Uniform U 1070/4179.5/1162.7 1 15 0.4688X = [0,100] distribution

Y = [0,100] Lévy L 292/3390.3/1724.1 1 20 0.625distribution

E4 Traditional T 500,000/500,000/0 0 0 0

EG = 500,000 Uniform U 1564/399,200/169,030 1 12 0.375X = [0,1000] distribution

Y = [0,1000] Lévy L 55,876/126,110/384,780 1 20 0.625distribution

E5 Traditional T 50,000,000/50,000,000/0 0 0 0

EG = 50,000,000 Uniform U 1,344,005/3.9177 × 107/1.237 × 107 1 19 0.4688X = [0,10,000] distribution

Y = [0,10,000] Lévy L 223,230/3.0076 × 107/1.8725 × 107 1 24 0.8438distribution

Search paths, the convergence and succeed search times distribution figures of most
effective of Traditional Carpet search, Uni f orm distribution, and Lévy distribution search
run 32 rounds for five one-target search instances are as in Figure 5. For E4 and E5,
the search paths are very complex, drawing a figure that almost cannot be seen clearly;
therefore, we do not show their search paths.

From Figure 5, in search target path picture we can see U and T can quickly find target.
The Traditional Carpet search method is the enumeration method, gradually slow search,
efficiency is very low. From surface view Traditional Carpet search method, it can find
target with a finite step, but the actual search area is too big, and it cannot use large search
steps greatly to search. Within finite steps to search the target, using the random search
method is more effective than the Traditional Carpet search. In addition, when the search
area is huge, the Uni f orm distribution search compared to the Lévy distribution search
efficiency is obviously much lower. In the following section, we test the multi-targets
search using different search methods.
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Figure 5. T, U, and L search for one-target.

In order for more scientific evaluation search methods for a multi-targets search
problem, this paper compares the minimum search step number, mean search step number,
and standard deviation searched by Traditional carpet search, Uni f orm distribution, and
Lévy distribution search run 20 times. The solutions of multi-targets test examples are listed
in Table 2, and the about parameters are the same in Table 1.

Table 2. The comparison results of T, U, and L search for multi-targets.

Search
Min/Average/Std

Main Target Secondary Targets

Methods
Search Succeed Successful Found Succeed Successful

Solution Times Rate Average Times Rate

E6 Traditional 50/50/0 0 0 0 1 20 1

WN = 1 Uniform 29/45.6/7.074 1 9 0.45 0.8 14 0.7EG = 50 distribution

X = [0,10] Lévy
27/45.05/7.2655 1 11 0.55 1.05 18 0.9Y = [0,10] distribution

E7 Traditional 1250/1250/0 0 0 0 1 0 0

WN = 2 Uniform 873/1.1872 × 103
1 7 0.35 1.6 11 0.55EG = 1250 distribution 129.1191

X = [0,50] Lévy 753/1.215 × 103
1 9 0.45 1.25 7 0.35Y = [0,50] distribution /117.8882

E8 Traditional 5000/5000/0 0 0 0 0 0

WN = 3 Uniform 2585/4795 1 8 0.4 1.85 6 0.3EG = 5000 distribution /585.0487

X = [0,100] Lévy 4036/4.8501 × 103
1 14 0.7 2.1 7 0.35Y = [0,100] distribution /3339.8648

E9 Traditional 5× 105/5 × 105 0 0 0 2 0 0

WN = 4 Uniform 355,541/4.8573 × 105

1 10 0.5 2.9 5 0.25EG = 5× 105 distribution /3.8108× 104

X = [0,1000] Lévy 230,160/4.4476 × 105
1 15 0.75 3.4 12 0.6

Y = [0,1000] distribution /7.9752× 104

E10 Traditional 2.5 × 106/2.5× 106
0 0 0 0 0 0

/2.5× 106

WN = 5 Uniform 2.5× 106/2.5× 106
1 5 0.25 2 0 0

EG = 2.5 × 106 distribution /2.5 × 106

X = [0,10,000] Lévy 16,166,752/2.3883 × 107
1 9 0.45 3.85 7 0.35

Y = [0,10,000] distribution /2.7461× 106
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From Table 2, the Lévy distribution search clearly has the highest performance, and
especially for bigger size targets search problem, it has better search efficiency. In above
test examples, the Lévy distribution search can obtain higher main and secondary search
successful rate; at the same time, it can find more secondary targets, as well as use less
search steps. Especially for large size problems, L optimal has strong search ability.

The search paths, the convergence, and succeed search times distribution figures of
most effective of Traditional Carpet search, Uni f orm distribution, and Lévy distribution
search run 20 rounds for five multi-targets search instances are in Figure 6. At the same
time, for E8∼E10, the search paths are very complex and cannot be seen clearly; therefore,
we do not show their search paths.

Figure 6. Cont.
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Figure 6. T, U, and L search for multi-targets.

From Figure 6 we can see that the convergence rate of Lévy distribution search is clearly
faster than Traditional Carpet search and Uni f orm distribution search. Lévy distribution
search can not only fast find the main target but also find more secondary targets than T
and U search method. Due to the particularity of this kind of target search problem, in
general secondary targets stochastically scattered on the main target around, it is more
suitable for Lévy distribution search which can quickly find the targets.

Targets can be found by only processing a few images (search steps) using Lévy distri-
bution search. In the scenario under discussion, the advantages lie in that the convergence
speed of Lévy distribution search being clearly faster than Traditional Carpet search and
random search based on some other distributions. In limited search steps, Lévy distribution
search can not only quickly find the main target but also find more secondary targets than
the aforementioned search methods.

Accordingly, we can state that the Lévy distribution search is more effective than
Traditional Carpet search and Uni f orm distribution search method for discrete targets search.
In limited search steps, the Lévy distribution search can, with higher probability, quickly
and accurately find the main target and more secondary targets. Lévy distribution search is
one better search tool.

6.3. Experiment of Lévy Distribution Search

From the above experiment, we find that the Lévy distribution search is efficient for
discrete targets search. Lévy distribution search has many parameters, in order to find
their different search performance, we simulate and obtain optimal parameters. Lévy
distributions solve the test problems, in which α from 0 to 2 with 0.1 step changes and β
from −1 to 1 with 0.1 step changes for the X axis and for Y axis, respectively. The L uses a
group of parameters α and β combination run 10 times, using the average to search results.
The best parameters configuration of L for search one target and multi-targets are in the
following Table 3.
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Table 3. The optimum parameters of L for target search.

Main Target of One Target Search Main Target of Multi-Target Search

Test Problem Opimum Average α, β Test Problem Main Target Secondary Targets α, β

E1 0.9

1.8, −0.9

E6 1 1.8

0.1, −0.5;

EG = 50

0.4, −0.6

WN = 1
0.1, −0.1;

0.2, −0.4

EG = 50
0.8, 0.

0.8, −0.3
1.0, −0.3
1.2, −0.2
1.3, −0.1
1.5, 0.1
1.4, 0.7
1.4, 0.8
0.2, 0.9

E2 0.9 1.2, 0.5 E7 1 2.5

1.3, −0.9;

EG = 1250 WN = 2

1.3, −0.7;

EG = 1250

1.2, −0.5
0.9, 0.4;
0.9, 0.5;
0.8, 0.9;

0.8, 1

E3 1 1.8, −0.5 E8
1 2.9 0.3, −0.7EG = 5000 0.5, 1.0 WN = 3

EG = 5000

E4 1
0.4, −0.1 E9

1 4.8 0.4, 0.8;
EG = 500,000 0.9, 0.3 WN = 4 0.2, 0.90.5, 0.9 EG = 500,000

From above Table 3, we can see when β approximately equal to 0.9 have a good search
performance. Especially for large-scale one target and multi-targets search problems, β
equal to 0.9 is effective and stable. About α for L is not obvious influence and is not stable,
relatively speaking in most cases, α is equal to 1.5 has a better search efficiency. As a result
of the experiment and paper length limit, this paper do not analyze testing results for large
problems E4 and E5.

With the Lévy distributions search run 10 times with X and Y each parameters
combination, and use the mean main target and the mean secondary targets number
of round 10 times, respectively, as Z axis, the three-dimensional graphics are as following
(Figures 7 and 8):

Figure 7. The 3-D Lévy distribution random search with different parameters for one target.
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Figure 8. The 3-D Lévy distribution random search with different parameters for multi-targets.

From the above figures we can discover that the parameters have greater influence
on performance of L algorithm for target search problem. Clearly, we can see when
β ≈ 0.9 L has better performance for bigger size target search problem and α influence the
performance of L is not stable. Experiments show that L search performance is strong, with
fewer steps to find the target.

7. Conclusions and Perspectives

The plane crashed, the ship sank, and desert missing, landslide spot search, forest fire
spot search and rescue, grassland search, enemy warships group search, etc., are all called
discrete target search problem. According to production and living needs and shortcoming
of the tradition search method, this paper offers comprehensive and systematic research on
the discrete targets search problem.

This paper analyzes the particularity and complexity of the discrete target search prob-
lem, and the paper simulates and analyzes the different and performance characteristics
of Tradition Carpet search, Uni f orm distribution search, and Lévy distribution search for
one target and multi-targets. We give that the computer quickly selects, grabs the satellite
images and image analysis method to determine the target coordinate position by software
system, and greatly improves the target recognition speed. Preliminary experiments show
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that the efficiency of Lévy distribution search is better than Tradition Carpet search and
Uni f orm distribution search. Using Lévy distribution search only process, a few images
(search steps) can find targets. We find the Lévy distribution search is one better search
tool, which can, with higher probability, quickly and accurately find targets for discrete
targets search problem. The simulations experiment prove that DTSP is faster to search
for discrete single target or multiple targets in a wide area. It provides a new method for
solving the discrete target search problem.

There are a number of research directions that can be considered as useful extensions
of this research. Although the proposed search method is tested with 10 instances, a more
comprehensive computational research should be made to test the efficiency of proposed
new method. This paper is the only research on the target of rectangular areas search
and study a new method to search target in circular area and irregular graphics area.
Recently, 48 robust M-estimators were presented for regression analysis [22]. In addition
to image processing, M-estimators have been used in several areas of knowledge such
as astronomy, pharmaceutics, medical, econometric, finance, geodesy, and engineering
(electrical, telecommunications, civil, mechanical, chemical, and nuclear). In future we
will research on other more effective search methods, different distribution search such
Mittag-Leffler [23] or multi-population pattern searching algorithm [24] for one target and
multi-targets search problem. For future work, as well as in data regression analysis, it is
possible to use a function that measures the distance from each location estimated point to
the correct locations as performance criteria, principally for multi-targets.
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