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Abstract 
For many years, the field of chatbots have made an evolutionary expansion. However, chatbots have 

yet to be challenged against any higher-level academic knowledge. What this means is that chatbots 

have yet to be challenged with higher level information such as find the area of a circle and round 

the answer to the first significant value. The definition of higher-level academic knowledge for this 

project means that the experiment will be using college based (A-level) mathematical questions, this 

is because this level of academics provides a heavier amount of knowledge like calculus symbols for 

NLP to be examined with in the experiment phase of the thesis. Natural Language Processing (NLP) is 

a method in artificial intelligence that enables the chatbot to take a big dataset and divide the 

dataset into little tokens (IMB, 2023). In addition to having the dataset being broken down into 

pieces of tokens, the accuracy of how NLP answers mathematical questions is a vital principle that is 

in high demand by users who are using higher level mathematics. In this research paper, the concept 

of chatbots solving mathematical questions will be explored as well as analysing the accuracy levels 

when challenged with mathematical topics. The thesis has experimented the NLP chatbot with the 

following mathematical topics: trigonometry and logarithms. In addition to the NLP chatbot, there 

has been a pre-programmed chatbot called MATH that will also be used in the experiment to 

compare the accuracy of answering questions.  

The experiment results confirms that NLP chatbot has a better accuracy for answering the selected 

topics than math library. This is based upon the number of questions each chatbot got correct when 

answering the questions. Trigonometry was the sole topic to have more than one question answered 

from both chatbots.  
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Chapter 1: Overview 

Introduction 
Do chatbots have the capability of answering higher level mathematical questions? According to 

Mcaulay (2022) chatbots have been perceived to tackle human related tasks such as being customer 

support service. Even though the accomplishments for AI chatbots have been stated, AI scientists 

have yet to develop a method to allow chatbots to understand higher level mathematics. This thesis 

highlights the issue that is occurring amongst chatbots and higher-level mathematics and postulates 

a solution. The beginning of the thesis will introduce the concept of a chatbot, then evaluates the 

issues that chatbots have with higher level mathematics and finally proposes a solution that will 

allow chatbots to digest the higher-level mathematics information and answer the questions. 

Background  
A chatbot is an artificial intelligence agent that enables the user to have discussions through text 

input (Brush and Scardina, 2022). The evolution of chatbots continues as AI scientists are finding 

new computations and methods that would allow the chatbots to be more productive than viewing 

the chatbots as virtual conversationalists. The timeline of chatbots can be seen in Figure 1 (timeline 

editor, 2022) which illustrates how chatbots evolved in the past.  

  Figure 1: Timeline of chatbots from capacity 

One of the current problems that artificial intelligence is facing is chatbots not being able to answer 

college based mathematical questions. This problem stems from the fact that there are many non-

mathematicians who are counting on AI programs to answer questions such as how many meters 

are in centimetres? (Science daily, 2022). Chatbots are one of the AI programs that mathematicians 

request help from because chatbots can respond to answers quicker and provide detailed 

commentary for their workout methods (Lee et al 2022).  

The importance of this problem is high because future generations in the next 10 years are going to 

be depending on AI powered chatbots to solve higher level mathematics such as calculus (Aisi, 

2021). What this means is that, as the years progress more technologies are being developed to 

tackle specific jobs such as banks and healthcare (Engati Team, 2022). The ability for a chatbot to 

solve higher level mathematical questions is in high demand because it would lead to having less 

human error when it comes to mathematical calculations and the field of mathematics and artificial 

intelligence will go a step further (Leonard, 2022). 

However, there are less chatbots that are fulling the promise of dealing with mathematical 

notations. One possible reason is because AI scientists have yet to develop a technique or procedure 

in which a chatbot can digest a mathematical notation (Sundaram, 2022).  With the delay of this 
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issue still on the back burner list, the field of artificial intelligence is making the world of 

mathematics a harder and tougher process.  

One of the reasons that machine learning is worthy of dealing with mathematical notations is that 

the chatbot is self-learning (Prasanna, 2022). What this means is that machine learning can study the 

information about the notations by itself without the programmer feeding the information into the 

chatbot. Another possible reason is that machine learning chatbots are becoming more popular 

because of the self-learning system which is why there is a huge demand for them to manage 

mathematical notations (Fintelics, 2021). 

On the other hand, machine learning chatbots may not be suited for some users due to the following 

issues. Automation requirements for machine learning is an issue, what this means is that 

automation is mechanical tune up for chatbots for them to function properly. Some programmers 

enter automation into machine learning such as adapting the fetching process of the data, even 

though it can be helpful for other chatbots but altering the fetching process of machine learning can 

cause the chatbot to have issues. The other issue with machine learning is the type of data that is 

being entered into their system (prov, 2022), what this means is that there are types of data that can 

classified as good data or bad data. The judgement of how a dataset can be seen as good or bad is 

based on the type of data that the programmer chooses and how the machine learning algorithm 

responds to it. For example, the dataset 𝑆𝑖𝑛 𝑥 =  
1

4
,

1

3
  is considered good data as it is related to 

mathematics which machine learning can respond to with ease. Whereas a dataset in a foreign 

language is bad data as the machine learning algorithm would not know how to process the data. 

Specific maths notations are an issue for machine learning chatbots because the vast majority of 

chatbots are programmed using Natural Language Processing (NLP). Because NLP has the function to 

swap data characters with programmable characters, mathematical notations does not possess a 

programmable character as of late. Moreover, relentless maintenance is a burden because each 

time the chatbot has a programmable error the repairing time would take too long (Verstegen, 

2022). A programmable error is when a chatbot displays a message that requires a programmer’s 

assistance (vocabulary, 2022). An example of a programmable error would that the chatbot would 

display an error message to say that the program is not understanding the calculus notation. The 

frequency of having a programmable error would occasionally occur because after a specific time, 

programs would need to be updated to manage different concepts of questions. The size of the issue 

will depend on the expected outcome from the user, what this means is that the issue of not 

showing the full calculation method is a smaller issue compared to a bigger issue of the chatbot not 

being able to answer simultaneous equations.  

Over the course of time, the evolution of chatbots have provided usages to different users. Some 

users prefer new models of chatbots compared to the models that have been previously created 

(Jovic, 2022). Even though there are chatbots that have been created in the past, there is always 

room to invent better versions. To examine the idea of building better versions of chatbots, a 

specific field of chatbot would be the ideal target point as the intended field of chatbots have had 

less advancements. 
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Selecting Chatbot 
The reason for selecting a chatbot is that in the field of artificial intelligence, chatbots have the 

potential to further the advancements in both AI and higher-level mathematics (Greenburg, 2020). 

What this means is that mathematics is a straightforward topic in which chatbots can easily follow 

and execute. The fact that there has not been any indication that an AI chatbot dealing with 

mathematical notations on the horizon, this is the opportunity to develop one and evaluate if an AI 

chatbot with an NLP engine has the functions to digest mathematical notations.  

The difference between the created chatbots online and this version is that it will be using NLP to 

tackle mathematical questions. Reason for being a difference is that the online ones only use math 

libraries as there mode of process when handling questions from the users. Another reason is that 

this version specifically targets the higher-level topics (Trigonometry and logarithms) whereas the 

online version tackles the simpler topics such as timetables and fractions. 

Aim 
The problem is that NLP chatbots have little experience with mathematical notations as they have 

never encountered the notations before, the focus of this research project is chatbots digesting 

mathematical notations from college-based exam questions using natural language processing. 

Natural language processing is an AI technique used in chatbots, the process behind NLP is that the 

chatbot compares the dataset from the text file to the user’s question and outputs data to the user’s 

request. NLP is important to chatbots because the AI technique is vital to the chatbot system. What 

this means is that NLP plays a crucial role in matching datasets and displaying the correct 

information. Chatbots are famous for using natural language processing as the chatbot stores 

information about any topic and as the user asks a question, the chatbot will fetch the data from the 

text file and output an answer (towards data science, 2019). The aim of this research project is to 

answer mathematical questions, the idea behind a mathematical question is that the mathematical 

question provides a challenge to the chatbot. For example, find the value of 𝒍𝒐𝒈(𝒃𝟓)  + 𝒍𝒐𝒈 (
𝟒

𝒃
) is 

an example of a mathematical question as this question enables the chatbot to take the coefficients 

of the question (in this case, the chatbot takes the 𝒍𝒐𝒈𝒃(𝒃𝟓)  + 𝒍𝒐𝒈(
𝟒

𝒃
) ) and preform the 

calculation. After the chatbot calculated the question, the chatbot will output the answer. 

The second focus is to compare the accuracy with a MATH library chatbot. The reason for comparing 

the accuracy is to determine if NLP’s answering system matches a preprogramed mathematical tool. 

Scope 
NLP chatbots are not being challenged with mathematical notations from college-based exam 

questions. The target of this thesis is using A-level maths exam questions to evaluate the NLP 

chatbot’s ability to digest mathematical notations.  

The scope of the thesis is restricted to past papers and mark schemes from college-based exam 

boards. The selecting process will have a maximum duration of 3 weeks and the process will end 

after the 3 weeks have expired. Each mark scheme will be used in the feedback sheets to judge how 

well the NLP or MATH library chatbots answered the question.   
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Hypotheses 
The research question is Does an NLP chatbot have the ability to digest mathematical notations? 

Accordingly, the thesis hypothesis is as follows: 

H0: NLP chatbots can easily digest mathematical formulas and notations than a MATH library 

version. 

H1: There will be a difference in the accuracy rates amongst the MATH library chatbot and an NLP 

chatbot.  

Research Contribution  
The contribution in this thesis is to show the advancement of NLP being able to solve mathematical 

questions from higher level education. An accuracy test will be used with the higher-level 

mathematical topic’s trigonometry and logarithms will determine the measurement of how well NLP 

can solve questions. A MATH library chatbot was also created in this thesis and the experiment was 

that both chatbots will be asked a serious of mathematical questions from the selected topics to 

analyse which chatbot answered the most correct questions. In order to obtain statistical 

significance, there will be a three-column system labelled : correct, failed and not able to answer.  

What this means is that the column labelled correct will highlight the questions that both chatbots 

got correct, the failed column will highlight the questions where both chatbots got the answer 

wrong and the column labelled not able to answer highlights the questions that gave an error 

message saying that the chatbots were not able to give an answer (Feyiseye, 2019). The difference 

between a failed answer and a not able to answer is that a failed answer is an answer that is 

irrelevant to the asking question (Dictionary, 2023) and a not able to answer response is when the 

chatbot throws an error message to show that it was unable to find an answer to the question. The 

statistical significance of the experiment will come from the correct answers that NLP has answered 

in comparison with MATH library.  
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Chapter 2: Literature Review  

2.1 Introduction 
For many years, artificial intelligence has made little contribution to interpreting mathematical 

equations because AI does not have the correct tools to help ease the mathematical issues such as 

digesting long equations (University of Cambridge, 2022). Chatbots are a solution to this issue 

because chatbots enhance the capability of correctly calculating equations (Dsouza, 2021). What this 

means is that AI chatbots can help mathematicians reduce the workload such as having the chatbot 

solving the calculus equation whilst the mathematician solves the circumference of a circle.  From 

that point, chatbots have been accomplished the target of solving higher level mathematical 

problems. The chapter starts with a discussion about the nature of a chatbot and clarifying how this 

is different to a calculator as some users would argue that a calculator can overwrite the capabilities 

that a chatbot can do. The reason that a calculator can overwrite a chatbot is that the calculator 

itself can take a shorter time to calculate an equation than a chatbot. For example, the equation 

𝑙𝑜𝑔3(7 − 3) was asked on both a chatbot and a calculator the calculator would have a slight quicker 

process in answering the equation than a chatbot. This is because the calculator is a device that has 

been created to responded within seconds. The next chapter discusses the concept of a good, bad, 

and sensible question and how they may affect the outcome of a chatbot. Then, the chapter 

continues with the background of the thesis and then discusses the types of algorithms that a 

chatbot currently possess and examining each algorithm. We then talk about NLP and discuss in 

detail the problem NLP is having with mathematical notations and propose a solution with the math 

library. The chapter closes with a summary of the discussed ideas mentioned in the previous 

chapters and how a specific algorithm will be selected for the project. 

2.2 Chapter Background 
The ongoing problem that NLP is facing with mathematical equations is that it has not encountered 

notations and symbols of a maths question (the sequence, 2021). NLP not being able to digest 

mathematical equations highlights the problem as NLP has no experience with mathematical 

equations. Calculus integration symbol, arithmetic notations and algebraic notations are the 

examples which  imply  NLP’s incapability with higher level mathematical equations which leads to 

serious problems in the ongoing future. Currently, NLP can take a sentence or a paragraph and 

transforms the letters and words into specialised numerical values for the processing phase 

(Gomathy et al 2022). Afterwards, the specialised numerical values turn back into words and 

sentences the chatbot can output the answer. 

The intention of getting NLP to solve mathematical equations would be an advancement as AI 

scientists can rely less on pre-programmed maths modules and have more faith in NLP. For example, 

NLP solving a calculus question would give AI scientists a big relief because the scientists would need 

to code in the calculus question whereas NLP allows the traditional written method. Companies that 

specialise in higher level mathematics would be invested in the chatbot as the capability of NLP 

solving higher level maths equations would be a huge persuasion (Daggett, 2022). Not only would 

the chatbot bring more help to employees who are using it, but the positive feedback would mean 

that the chatbots can be sold commercially to other companies that require a chatbot solving higher 

level maths issues.   

Even with the chances of selling mathematical chatbots commercially, it will still take a long time 

due to a long maintenance work on the chatbots. What this means is that chatbots are still new to 

the field of mathematics and with the assumptions that mathematical calculations are easy for the 

chatbot to follow, the notations of the equations will be an issue. For example, if the chatbot were 
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to solve the equation: Hence find ∫
𝟖𝒔𝒊𝒏𝟎

𝟓+𝒕𝒂𝒏𝟑  𝟔𝟎 the integration sign would throw the chatbot off its 

process at first because it has not encountered the notation before.  

2.3 NLP  
Natural Language Processing is a keyword recognition chatbot as both AI tools mirror each other 

very well in terms of functionality. NLP have been popular because computer scientists consider this 

algorithm to be straightforward to program and understand. Sangeetha et al 2021 states that NLP 

can understand international languages, which is a huge asset to educational institutions as the 

chatbot is able to communicate with students who do not speak English properly.  

As well as NLP being able to break language barriers, the algorithm itself has been a success in the 

field of mathematics. Deborah Ferreira et al 2020 paper mentions that NLP accepts mathematical 

text from a user and the algorithm can output findings like the user’s input. Even though Ferreira’s 

statement is none different that previous researcher’s statements, the idea that NLP allows 

mathematical text-based data is a big step in the field of mathematics. What this means is that NLP 

is starting to recognise mathematical text language such as equations and formulas. In addition to 

NLP being able to accept mathematical terminology, NLP has been identified as being able to 

recognise student writing (Scott A. Crossley et al 2020). This statement implies that human teachers 

are not able to understand the wording from the student’s response to either an exam question or a 

quiz question. Because of the tools that NLP possess, the students can submit their answers to the 

chatbot and the chatbot can convert the writing to text and use NLP to check if their answers are 

correct.  In addition to NLP being able to highlight written text, NLP has been able to deal with 

specific formats of mathematical notations. Sean Welleck et al 2021 has stated that there was an 

evaluation for natural language processing to solve multiple choice algebraic problems. With NLP 

under the evaluation for algebraic problems, the field of AI is getting one step closer to handling 

mathematical notational problems. If NLP is capable of handling algebraic problems then, the 

solution to solve other mathematical notational topics such as calculus will be developed sooner 

than expected. Other mathematical topics like linear algebra and vectors have been present with 

NLP (Widdows et al 2022). What this means is that NLP has been able to welcome another type of 

algebra and another maths topic that consists of mathematical notations. With NLP being able to 

adapt to newer mathematical notations, it shows that AI are evidently on the fast track to 

conquering the higher level of mathematics.  

Building on the premise that NLP has started to get head around mathematical equations, other 

studies have confirmed that chatbots utilizing NLP have had a significant impact of student’s 

examination performances in topics such as algebra (Kai-Chih Pai et al 2021). This statement 

solidifies the advancement that both chatbots and NLP has arisen to as NLP is now understanding 

the mathematics rules for how each equation operates. For example, if NLP were introduced to a 

calculus equation NLP would then understand the mechanics behind the calculus equation upon 

how to solve questions based around the equation.   

Throughout this chapter the thesis has highlighted the nature of NLP, the issue NLP has with 

mathematical notations and exploring how mathematical notations can be translated for chatbots. 

With the issues and difficulties highlighted, the next section explains in depth the issue NLP has with 

mathematical notations. 
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2.4 Translation of the Notation of Mathematics in Chatbots  

The reason that maths notations such as ∫  has been an issue in chatbots is that maths symbols does 

not have a special symbol to transform into during a process. This is main issue with NLP – the 

engine that majority chatbot’s run on when taking in questions from users, the reason that 

mathematical notations is an issue for NLP is that it has never encountered mathematical notations 

before. For example, numerical values like 1,2,3 and letters like x, y, z all have special values within 

AI that will allow the chatbot to allow the process stage to commence. Lomesh Mahajan et al 2022 

proposes that using equations such as  𝑓(𝑥) = 3𝑥3 + 2𝑠𝑖𝑛𝑥 −
4

𝑥2  is the starting point in solving this 

issue. This is because AI scientists can use this information and further investigate newer methods to 

allow chatbots to manage maths notations.  

The achievement for capitalising mathematical notations would require a quicker waiting time than 

expected. The idea stems from the fact that AI scientists have already developed similar methods to 

overcome a portion of this issue. Andres Zarza Davila 2021 issued that Unicode have been a little 

advancement in computer science with notations such as ⱻ.  With some notations being able to 

have a special Unicode symbol, AI scientists can act on this discovery and be able to develop more 

Unicode symbols for mathematical notations. On the other hand, there is much work to be done 

with NLP accepting mathematical notations as the computations are more complex. The underlining 

issue with NLP is being able to understand the notations of mathematics, an example of mathematic 

notations is ∫  . The main question in this thesis is what issues NLP are is having with mathematical 

notations. The next section goes into detail as to the real reasons NLP has an issue with 

mathematical notations.  

2.5 NLP issues with Mathematical Notations 
Even though Unicode has the possibility of developing symbols based upon mathematical notations, 

the Unicode itself would have a challenging time communicating with NLP. Reason being is that both 

NLP and Unicode have unique encrypting methods that allow the datasets to change their format 

whilst a program is running. Antreas Dionysiou et al 2021 claims that the exchange amongst 

Unicode’s would be a breach in the usability aspect, Dionysiou makes a compelling case as the 

program would return many error messages. In addition to having more errors, if the user asked a 

mathematical question it would only be formed in the context of a sentence rather than a context of 

a mathematical question (Acharya et al 2022). For example, if this calculus question was shown to 

NLP:  

ⅆ𝑦

ⅆ𝑥
=

12𝑥2 + 𝑥 − 16√𝑥

4𝑥√𝑥
 

the NLP program will form the question into the sentence:  

dy/dx = 12x^2 + x - 16 sqrt x/ 4xsqrt x.  

This is the main issue NLP is facing as the program is not recognising the mathematical notations 

which is causing the NLP is output incorrect answers. 

On top of the translation with Unicode, NLPs remaining issues with mathematical notations 

circulates around the design of their scripts and mathematical identifiers (Pankaj Dadure et al 2022). 

Dadure’s statement suggests that the design of NLP scripts have not been planned out well which is 

causing both issues and delays with current projects. The fact that the mathematical identifiers have 

signalled a cause of concern indicates that the identifiers are out of date, causing a big halt with 

mathematical AI projects. In addition to having old identifiers, the current tools that NLP obtains 
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would not have the ability to divide the big equations and notations in specific mathematical topics 

such as trigonometry (Sophie McIntyre, 2021). McIntyre’s statement is true because NLP is 

comfortable digesting textbook information as NLP provides the tools to deal with the words and 

paragraphs. The fact that McIntyre highlighted the main mathematical issue within NLP is a clear 

indication that AI needs to step up and act on these issues. In addition to McIntyre’s statement, 

there has been further accusations that NLP issues with mathematical notations is all to do with the 

limited training experience NLP has been receiving (Faldu et al 2021). What this means is that NLP 

has been conditioned to cooperate with the English literature, mathematical notations are a 

newcomer for NLP as the notations are datasets that NLP has not yet mastered. Words like 

computers and computer is an example of what NLP can manage for searching sentences but, 

notations such as √7
3

, ∑ are unrecognisable for NLP. To summarise both 2.4 and 2.5, the translation 

of mathematical notations has little tools for chatbots and NLP issues is based upon the lack of 

experience with mathematical notations and symbols. Amongst NLP and MATH library, which 

method digested the notations well?  

2.5.1 NLP Breaking Down Maths Questions 
As mentioned above, NLP has not much experience when it comes to mathematical notations. 

However, when faced with mathematical questions NLP has obtained a process for handling these 

types of questions. Mathematical word problems are the closest types of questions NLP has 

experienced whenever this topic cross its path (Raiyan et al 2023). The process that NLP uses to 

break down mathematical word problems is that it takes the question as a whole, then it breaks the 

question down into pieces known as tokens (Berbatova et al 2023). Each token is then passed from 

the input system to the main function, in the main function NLP extrapolates the appropriate tokens 

that corresponds to the question being asked. NLP then matches the tokens from the questions with 

the data that is being stored in their database and if both the tokens and data match each other 

then NLP will output the answer (Arivazhagan et al 2023). Is NLP better than MATH library for 

accurate answering of the selected topics? The next section will discuss more about how the input 

system works and how the mathematical calculations occur in NLP.  

2.5.2 Input System and The Operations of Mathematics  
As briefly mentioned above, the input system divides the question up to appropriate amounts. Let’s 

say that there was a trigonometry question :  Solve the equation 𝑠𝑖𝑛0 ∗  𝑡𝑎𝑛0 + 2𝑠𝑖𝑛0 =  3𝑐𝑜𝑠0 , 

NLP would carefully divide up the load into small tokens which will look like : Solve|the|equation|:| 

𝑠𝑖𝑛0|*|𝑡𝑎𝑛0|+|2𝑠𝑖𝑛0|=|3𝑐𝑜𝑠0 (Patil et al 2023). After the question gets divided up into the 

tokens, they are then sent through the mathematical operation of NLP. In this phrase, what NLP is 

doing is that it takes the tokens that is requires in order for it to complete the task of answering the 

trigonometry question. What this means is that NLP will extrapolate the 𝑠𝑖𝑛0 ∗  𝑡𝑎𝑛0 + 2𝑠𝑖𝑛0 =

 3𝑐𝑜𝑠0 from the question and then starts the calculation process. This is where NLP calculates the 

question by comparing the coefficients to the stored dataset and if the stored dataset matches the 

coefficients, it is a match (Lin, 2022). And once the match has been connected, NLP will fetch the 

data and output the answer. This process can be thought of as a scanner scanning a barcode item 

and if the two items match it will output the data on the screen to confirm the findings. 

As the issues have been explained, the next section proposes a solution to the ongoing issue.  
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2.5.3 Possible solutions 
As mentioned before, there have been some success with NLP getting a handle with mathematical 

notations. One of the successes orbits around a method called MATH which is a group of data that 

includes answers and solutions (Dan Hendrycks et al 2021). Hendrycks’ accomplishment does give a 

starting point for this issue as his team have introduced a dataset that enables the NLP program to 

channel and calculate the questions. 

In addition to using MATH, there has been other breakthrough in which a model uses a transformer 

to digest the mathematical notations (Kimia Noorbakhsh et al 2021). Noorbakhsh and their team 

have stated that the transformer uses a technique like NLP that allows the notations to be converted 

into a sequence. Applying a transformer does in fact mean that AI is taking another step towards the 

advancement of tackling mathematical notations as the scientists have managed to include other 

resources. 

As well as both the transformer and the MATH library, MathBERT is another solution that could 

possibly be used for this issue (Zhang et al 2022). To explain this, MathBERT operates like MATH 

library in which this tool also has pre-programmed formulas and equations (Liang et al 2022). Having 

another pre-programmed maths tool for the chatbots is positive because it would mean that the 

MathBERT would have the latest equations and formulas. It would also mean that promise of a 

chatbot digesting mathematical notations is in working progress because it would mean that, 

currently the MathBERT can digest equations for Pythagoras and the Fibonacci sequence. This is the 

building block that can easily be modified to tackle bigger topics like calculus and logarithms.  

2.5.4 MATH library chosen over MathBERT. 
Amongst the MATH library, MathBERT and the transformer the next section will further investigate 

into the MATH library and discuss the positives and negatives of this tool. The decision to focus on 

the MATH library stems from the principle that this tool is slightly better than MathBERT in terms of 

functionality (Meadows et al 2022). What this means is that the MATH library possesses tools that 

have been said to combat topics such as trigonometry and logarithms whereas MathBERT has not 

reached that level of solving bigger topics. An example of this is that the MATH library is able to 

manage equations like 𝑙𝑜𝑔4 − 62 and 𝑠𝑖𝑛30𝑡𝑎𝑛50 + 5𝑠𝑖𝑛0 whereas MathBERT is not able to do 

that. This is important to the study because the MATH library tools will challenge NLP and see which 

AI method has a better accuracy for answering higher level maths questions.  

2.5.5 MATH 
MATH is a python mathematical library that consists of recorded mathematical codes. AI scientists 

favour these recorded codes because it minimizes the workload for them to conduct experiments 

(Liyanapathirana, 2022). For example, if an AI scientist wanted to use a logarithm equation the 

scientist would import the math library into their program and have the library use the equation. 

The MATH library is different to other types of maths algorithms because the library consists of 

mathematical formulas that have been pre-recorded. Vayadande et al 2022 has confirmed that the 

math library is subjected to performing calculations.  

In addition to performing calculations, it has been said that the math library possesses a tool called 

sympy that can be used for topics such as calculus and algebra (Rajagopalan, 2021). With sympy at 

the MATH library’s disposal, it would mean that the library itself is able to contribute towards the 

field of mathematics. The sympy tool would also provide an easier procedure to develop other 

equations for other topics of mathematics such as logarithms. However, each programming tool 

does have its errors and sympy is no different as sympy rejects any coefficients that consist of a 

negative value like 𝑛−𝑦6
 (Abumosameh, 2022). This is an issue that AI scientists need to focus on as 
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most mathematical equations contain a negative coefficient therefore, the sympy tool needs to be 

altered slightly to become a tool that can evolve the mathematics world. Even though the math 

library can perform calculations, NLP has a better history even though NLP does not have much 

experience with mathematical equations. 

2.5.6 NLP more suitable than MATH library 
NLP has an algorithm called monomial naïve bayes which is an extremely popular algorithm used 

amongst chatbots. Reason for its popularity is that the algorithm takes the user’s input and 

compares it with the data stored and outputs the result (upGrad, 2022). The comparison procedure 

can be applied to mathematical questions as the user can simply type in their question to be 

answered. In comparison to the math library, the library requires the user to know some coding skills 

to work. For example, if a user had a trigonometry question and used the math library the user 

would need to know how to code trigonometry equations.  

Another reason is why NLP is better than MATH library is that NLP does not limit itself to the type of 

information being processed. What this means is that NLP can answer a calculus question and the 

math library cannot because the library has not reached that level of higher mathematics (Jain et al 

2022). This implies that the MATH library does not possess the tools to manage topics such as 

calculus which causes the MATH library to provide no resources for calculus.  

In addition to having no limits, NLP is engineered with a tool called a transformer deep learning 

model. Which is said to be able to intake a big data set and study the given dataset in order to 

output the appropriate answer (Zong et al 2022). The transformer deep learning model is an 

additional reason NLP is better than MATH library, this is because the transformer is able to intake 

long equations and formulas from the maths questions and have the transformer study the 

information before performing calculations and solving the problem. MATH library does not have 

this type of tool which may cause some of its answering functions to have errors such as not 

calculating the logarithm question properly. Which topic challenged NLP and MATH library the 

most? 

The debate on NLP is better than math library has been stated, our attention diverts back to 

chatbots. The word chatbots has been mentioned numerous times but, there is no clear definition as 

to what a chatbot is and how the issue of mathematical notations links to them.  

2.5.7 Accuracy of Chatbot 
In this Morden day and age, chatbot’s accuracy reputation has become more important. This is 

because chatbots have been bragged about having an accurate outcome to any answer that has 

been sent to them (Chang lin et al 2023). NLP is the system in which chatbots are having its accuracy 

fame being mentioned the most because this system is able to accurately respond an answer to the 

user’s question (Hirosawa et al 2023). Mathematical topics are the types of questions that users are 

asking chatbots and have reported that the accuracy of the answers have been dependable (Shahriar 

et al 2023), this implies that the accuracy of chatbots answering mathematical questions has been a 

positive outcome. This leads to a big investment in chatbots because of the fact that many users 

have responded positively to answering of their questions. Overall, which chatbot produced a 

positive accurate rate? 

The next section clarifies the definition of a chatbot and explains the link towards the ongoing issue 

of this thesis.  
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2.6 Chatbot 
As mentioned before, a chatbot is an artificial intelligence program that can hold conversations with 

a human being. The problem at hand is that chatbots do not have any experience with mathematical 

notations. The proposed solution is to create an NLP chatbot that can digest the notations to solve 

the inputted questions. Others may point out that a calculator can do the same thing as the device is 

able to take mathematical notations and coefficients and output answers (Alnfiai, 2022). The next 

section will discuss the difference between the two creations. 

2.7 Types of chatbots 
Artificial Intelligent chatbots come in six different versions:  Rule-based, Machine Learning, Data 

driven, Information retrieval, Keyword recognition-based and the hybrid model (Engati Team, 2021).  

With the names of each chatbot method, machine learning is a concept that AI scientists lean 

towards when the thought of mathematical chatbots come to mind. Mathematical equations should 

be a straightforward dataset that a machine learning algorithm can follow as each maths equation 

has a specific procedure to follow. Because the maths equations and machine learning algorithm 

follow a specific repetitive set of instructions, the chatbot will find the process simple and easy to 

understand. In comparison with rule based chatbots, this type of algorithm requires hardcoding the 

chatbot to solve a maths equation from the programmer. Hardcoding is forcing a program to 

perform a specific task without the user having the option to choose what the program does when 

the program runs. Currently, chatbots are operating with button based and voice algorithms to solve 

maths problems. This is due to the simplicity of these chatbots and the fact that more users are 

using apps with causes the button chatbot to contain a high popularity.  

2.8 Chatbot Algorithms  
There are six main algorithms that have made chatbots establish their popularity: machine learning, 

rule based, data driven, information retrieval based, keyword recognition based and hybrid. Further 

details surrounding these algorithms will be mentioned in the ongoing sections.  

2.8.1 Rule Based  
Ruled based chatbots are essentially chatbots that have been forced to answer questions from the 

user (Jagdish Singh et al 2019). For example, the chatbot program will be forced to say “Hello, I am a 

virtual chatbot. How are you” if a user enters “Hi/Hello/Greetings”.  

Because the ruled based chatbot is limited to answering specific data, some users find working with 

a ruled based chatbots challenging. The researchers (Krishna Kumar Nirala et al 2022) have stated 

that due to the ruled based chatbot only accepting specific data from the user, AI scientists 

confirmed that ruled based chatbots are a challenge to work with today. Nirala has also stated that 

ruled based chatbots will become obsolete because AI scientists have reached a point where the AI 

scientists are not able to adapt the ruled based chatbot into a greater improved version. Ruled based 

chatbots would have catastrophic issues when dealing with mathematical equations. This is due to 

the chatbot only recognising how to solve one equation and not being able to solve another 

equation. For example, the ruled based chatbot was able to recognise Pythagoras Theorem equation 

for finding the hypotenuse but did not understand a logarithm equation. Joshua Grossman et al 2019 

confirms the concept of ruled based chatbots not being able to solve many mathematical equations. 

Grossman’s paper illustrates the concept that the creator of the rule based chatbot would need to 

rope in other technicians to the ruled based chatbot to solve other maths equations.  As well as a 

ruled based chatbot being limited to outputting data, data driven chatbots have been making their 

statement as this type of chatbot is able to complete tasked jobs.  
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2.8.2 Data driven Chatbot.  
Data driven chatbots main motivation is to complete daily tasks. What makes this chatbot different 

from the competition is that data driven chatbots are said to be like virtual assistants (Indicative, 

2022). Data driven chatbots can also be thought of as voice chatbots as these chatbots can process 

information through the sound of a user’s voice. Data driven chatbots would be extremely useful for 

students as they can verbally ask the chatbot their question and in response the chatbot can verbally 

reply to them (Mafra et al 2022). In addition to data driven chatbot being able to help students, the 

chatbot has been able to help students with special needs such as dyslexia (Kuhail et al 2022).  This 

again highlights the fact that data driven chatbots can cover a wide range of learning issues. Having a 

data driven chatbot is good, information retrieval based chatbots are better due to working with 

databases.  

2.8.2.1 Similarities and Differences between Ruled based chatbots and Data driven chatbots. 

The big difference between ruled based chatbots and data driven chatbots is that ruled based are 

based on expectations created by the programmer and data driven can be seen as voice chatbots 

(Remus, 2022). Ruled based requires the user to type in their queries whereas data driven chatbots 

allows the user to verbally input their queries via microphone. Data driven chatbots has a wide range 

of information that can be extracted for the user’s queries and ruled based chatbots are restricted to 

answering queries from the programmer’s input (Labaska et al 2007).  

The only similarity that both chatbots have is that they are an evolution from one another. What this 

means is that after a certain amount of time since the ruled based chatbot was invented, there were 

speculations as to getting a chatbot to verbally accept data as well as typing the data. This then 

caused the data driven chatbot to be created.   

2.8.3 Information Retrieval Based Chatbot 
Information retrieval based chatbots are used to created pre-programmed responses from 

databases (Fainchtein, 2020). The process that the information retrieval chatbot uses is that the 

chatbot is trained using text-based datasets and as a user requests data, the chatbot would find the 

data like the user request (Zaid et al 2022). Information retrieval chatbots are mostly used in areas 

like education and psychology (Xu et al 2020) as areas like these would create pre-programmed 

responses to help the needs of the user. It is important that the information retrieval based chatbot 

selects the appropriate information for the user’s request otherwise the chatbot would receive a 

bad reputation (Zhu et al 2021). Having an information retrieval based chatbot is a handy tool but, a 

hybrid chatbot is more promising as this tool is combining two different chatbots as one.  

2.8.3.1 Similarities and Differences between Data driven and Information Retrieval  

The main difference is that data driven uses an internet type database for getting data and 

information retrieval uses a database filled with responses that the programmer created. As said 

before, data driven uses microphone to input text and information retrieval uses the classic 

keyboard system to input text.  

The similarity between these chatbots is that both use a type of database to search for information.  

2.8.4 The Hybrid Chatbot Model  
As mentioned before, a hybrid chatbot is a multitasking chatbot. The word “hybrid” emphasises the 

evolving era of chatbots as AI scientists have discovered a method of merging two separate chatbot 

into one. The ability to refresh itself with updated content is an ability unique to hybrid chatbots 

(Kevin Jetten, 2021) because each time a user interacts with the chatbot, the special ability can take 

in the conversation and renew itself with better information.  
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Hybrid chatbots would be of an interest to college mathematical students as the students would 

ideally like a chatbot that would upgrade itself with latest information. Gabriel Edrick Acuna et al 

2021 mentions that AI scientists are aiming to create a hybrid chatbot for students to use. This is 

statement emphases that AI scientists are on their way with developing stronger, better chatbots 

that college maths students can use for their college work or revision work. With the promise of 

developing more hybrid chatbots, it will take a long time to role the chatbot out to public as AI 

scientists will have to conduct multiple tests to perfect the outcome. Meanwhile, machine learning 

chatbots have been making a name for themselves as this type of chatbot is able to study the 

delivered dataset by itself.  

2.8.4.1 Similarities and differences between Information Retrieval based chatbot and Hybrid chatbot.  

The main difference is that hybrid chatbot is a combination of two chatbots merged as one and 

information retrieval chatbot uses a database for its functionality. Information retrieval chatbot has 

pre-programmed responses for the user to ask and hybrid chatbots are able to simultaneously 

complete multiple tasks.  

There are no similarities amongst the two chatbots because the hybrid version is more complex and 

more in-demand for consumers than the information retrieval-based version.  

2.8.5 Machine Learning Chatbot 
Machine Learning chatbot is self-learning chatbot that can answer questions that the user asks. 

Sagar Badlani et al 2021 explains that machine learning is trained to undertake specific data and 

output the correct data when requested. Badlani’s paper also highlights machine learning being 

categorised under supervised learning, which is an AI skill which allows the chatbot to accurately 

match the input data from the user to the output data that the chatbot currently stores (David 

Petersson, 2018).  

Because machine learning primarily functions with supervised learning, datasets such as facts about 

computer science would be a straightforward concept for the chatbot to follow. The requirement 

that the chatbot would need is to simply match the correct data between the user’s input and the 

stored output. Anagha Shenoy et al 2022 supports the statement of how supervised learning in 

machine learning operates. Shenoy also mentions that machine learning increases the chatbot’s 

ability to examine the user’s input to output accurate data. This is due to the chatbot learning the 

user’s different inputs and overtime the chatbot would have built up a better experience. As well as 

machine learning being able to recognise patterns in a dataset, the ability for machine learning to 

solve mathematical equations is on the horizon as machine learning is iterating the same skills as 

before. Gwo-Jen-Hwang et al 2021 have mentioned that AI scientists have made machine learning 

solve maths problems a priority, this statement highlights the fact that AI scientists have 

acknowledged the lack of focus on chatbots solving mathematical problems within machine learning. 

As mentioned before, chatbots would have a quicker time processing the mathematical equations as 

the AI scientists would have labelled each dataset into a category that the chatbot would recognise. 

With machine learning able to self-conducted, keyword recognition is more popular as this chatbot 

can deliver information to users in an efficient manner. 

2.8.5.1 Similarities and differences between Machine learning and Hybrid  

The main difference between hybrid and machine learning is that hybrid requires another chatbot 

model whereas machine learning self learns the data. Today, machine learning is used more often 

than hybrid as machine learning can complete more tasks than hybrid.  
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2.9.5 Keyword Recognition Based Chatbot  
The main procedure for a keyword recognition chatbot is that when the user inputs a question, the 

chatbot will scan the user’s input. The text file stored within their system will compare the two 

words and if there are two words that match the chatbot will output the result. NLP is an example of 

keyword recognition chatbots as this ability has the same definition.  The mathematical equations 

and formulas is an aspect of information that Keyword recognition can adjust to very quickly as the 

process is comparing both datasets and outputting an answer. What this means is that the keyword 

chatbot can compare the coefficients and submit the appropriate answer.  

2.9.5.1 Similarities and differences between Machine Learning Chatbot and Keyword Recognition 

Chatbot 

The similarities amongst both chatbots are that they can self-learn the data being fed into their 

systems (ringcentral, 2021). What this means is that, both chatbots can learn the data themselves 

and not have the programmer to explain the data to them. Another similarity is that both chatbots 

function in the same manner as both chatbots can take the inputs from the user and output the 

appropriate answer.  

The sole difference between the two chatbots is that keyword can give an accurate response to the 

user’s query than machine learning.  

Summary  
Throughout this chapter we have discussed the several types of chatbots and how each chatbot 

would manage mathematical topics. There was a further discussion on machine learning and 

keyword recognition chatbots as the main purpose of this investigation is to determine with a 

chatbot can solve higher level mathematical questions. We also talked about the issues that NLP is 

currently facing with mathematical notations and provided a solution to the problem which was to 

evaluate the NLP chatbot against a pre-programmed maths chatbot called MATH library and 

compare the accuracies. 
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Chapter 3: Methodology  
In this section, there will be an explanation about the blueprint of the experiment. The investigation 

for this thesis is to evaluate if a chatbot can answer higher level mathematical questions using NLP. 

The blueprint will consist of an NLP chatbot and a MATH library chatbot, both chatbots will be 

challenged with the same mathematical topics. The reason that the blueprint will answer my 

research question is to evaluate NLP’s answering capabilities against a pre-programmed MATH 

library, by doing this the hypotheses for this thesis will come to a solid conclusion on whether a 

chatbot with an NLP engine can process and solve higher level mathematics. 

Framework  
The thesis research framework was an adaptation from the original design science model. The model 

centres itself on the interpretation of a thesis researcher and outlines the entire thesis framework. 

 

 

 

 

 

 

 

 

 

 

 

 

    Figure 2: Design Science Model 

Figure 2 shows the design science model having 5 different stages of the thesis. The first stage is 

clarifying  the research question(s) of the thesis, the research question needs to be clearly explained 

and understandable for other researchers to acknowledge the purpose of the thesis.  

The second stage is mentioning the statistical significance of the thesis. Clarifying how the statistical 

significance of the experiment will be identified.  

The third stage is justifying the blueprint of the experiment. Explaining in detail how the experiment 

will be designed and how the experiment will be conducted. In addition to the detailed outlet of the 

experiment, the data sources (past papers) will also be clarified to state how the experiment will be 

generating the findings for the thesis.  

The fourth stage is evaluating the data that has been created from the experiment. It is also 

important to iterate back to the design of the experiment to understand how and why the data was 

created. The analysis phrase also takes part in this stage and it is also where the statistical 

significance is highlighted to state the outcome of the hypothesis and research question.  
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The fifth and final stage is publishing the findings of the experiment. This stage is where the 

hypothesis gets the exposure of being approved or rejected based upon the outcome of the 

experiment. This is also where the research question fate is decided on whether the experiment 

proved the research question right or wrong. It is also a stage where the conclusion is drawn, where 

the thesis has stood before the experiment and how it has ended.  

Data Sources 
The data generated for this experiment are coming from England and Wales exam boards (AQA, 

Edexcel, OCR and WJEC). Specifically, the logarithms and trigonometry questions  from the 

mentioned exam boards. This is because the experiment focuses on these two topics which  will 

provide a better identification as to which chatbot is superior. 

Description about Experiment  
The NLP chatbot is evaluated first as this chatbot is facing all the selected topics. As soon as the main 

codes of NLP are running, the chatbot will ask for a question to be entered. A question randomly 

selected from the chosen past papers will be entered into the chatbot, the written style of the 

question needs to be exactly as written in the past paper. Once the question has been entered, the 

NLP chatbot will begin its answering process and output an answer to the question.  

After the NLP chatbot experiment has ended, the MATH library chatbot begins with having its main 

codes running. Just like the NLP chatbot, MATH library will be subjected to facing all of the selected 

topics. Then, a question is randomly selected for the library to answer. Instead of typing the 

question word for word, the question needs to write in Python language (the programming language 

used in the experiment) because this is the format that the library accepts. And once the coefficients 

have been entered, the library will use its tools to answer the question.  

The measurement for this experiment is how many questions both chatbots can answer correctly. 

The procedure for this measurement is that each time the chatbot outputs an answer, the decision 

to know if it is correct or not is based on the mark scheme from the past paper the question 

originated from. The reason that this is valid is because the data can easily be demonstrated as it is a 

clear indicator to measure the successfulness of how accurately the chatbots answered the 

questions.  

Experiment 

Designing Experiment 
The experiment for this thesis is creating two chatbots: an NLP chatbot and a MATH library chatbot. 

Both NLP and MATH library will face both trigonometry and logarithms with the same number of 

questions. This is the correct design to answer my research question because the measurements are 

based upon both chatbots being challenged with higher level mathematics and seeing if the NLP 

chatbot can answer more questions that the MATH library one. Both chatbots will be monitored 

with how they approach both trigonometry and logarithm questions and the measurement will be 

determining the accuracy of both chatbots answering the questions by observing how many 

questions both chatbots got correct.  This is the appropriate method for this experiment because it 

will demonstrate the capacity at which NLP is able to manage mathematical notations compared to a 

library filled with pre-programmed notations.  
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Once the NLP chatbot experiment was completed, the MATH library chatbot experiment begins. The 

procedure used to conduct the MATH library experiment was like the NLP chatbot, a past paper will 

be selected from any college exam board. From the chosen past paper, a question from 

trigonometry or logarithms must be selected. Once a question was selected, the question was 

translated into code for the MATH library to solve. For example, a past paper had the question find 

the value of 𝒍𝒐𝒈𝟔 𝟑𝟔 the translation of the question into code would be: 𝒎𝒂𝒕𝒉. 𝒍𝒐𝒈 (𝟔, 𝟑𝟔). Once 

the question was in code form, the MATH library chatbot can answer the question with the press of 

both the control and enter button at the same time. The dependent variable in this experiment is 

the MATH library solving the questions and the independent variable is the past paper questions.  

Tools 

For this experiment to work, college mathematical past papers would be required. The past papers 

will be available online for free.  Once the past papers have been selected, the experiment will 

begin. What this means is that the experiment is not relying  on the current year’s college past 

papers, the experiment is branching out past years from 11 years ago. Not only does the experiment 

use old past papers, but it is also using all the college exam boards rather than using one exam 

board. Using Edexcel, AQA, OCR and WJEC provides the bigger range of collecting more exam 

questions than using only AQA.  

Requirement Process 
The past papers must be A-level mathematics and chosen from the exam boards: AQA, OCR, Edexcel 

and WJEC. The year of the past papers can range from 2021 to 2008 (depending on which exam 

board offers their oldest exam papers). From the past papers, one question from the listed topics 

(trigonometry or logarithms) must be chosen. The written method can be written exactly as the 

exam board has written the question or the question can be written differently. The MATH chatbot 

mirrors the exact topics but, the coefficients need to be used instead of the wording of the 

questions.  After the question has been entered, the past paper that was selected requires the 

corresponding mark scheme. The chatbot needs to output a response regardless of the outcome 

because of the three-column system: correct, failed and not able to answer. What this means is that 

any response that chatbots give will be categorised by these three columns which will help the 

analysis of examining the results. For example, if the question  solve the inequality 10𝑥2  +  𝑥 − 2 >

0  were to be asked the chatbot can output the correct answer of x=-
1

2
, x=

2

5
  which will be marked 

down as correct, a failed answer will be marked down if either chatbots gave an answer like x=4 or 

an error message that will be marked down as not able to answer. If by chance the chatbot does give 

out a partial answer, this will be marked down as a failed answer because for a question that 

requires more than one answer (like the question mentioned above) the chatbot needs to output 

both answers in order to be in the correct column.  

Past Papers 
AQA, Edexcel, OCR and WJEC are the college-based exam boards that will be used in the experiment. 

There will be a total of 100 questions for both NLP and MATH library. The process of selecting past 

papers is that the maths paper must contain a question from the mentioned topics (Trigonometry 

and Logarithms). Each past paper is required to have a complex equation for the chatbot to solve. 

The experiment was conducted based upon the availability which means that, the past papers would 

have to be free to use, the availability of previous past papers that dates to 2011 and backwards and 

created from a real exam board. The past papers are replacing human participants because they are 

available all the time, they are easily accessible online and there are numerous amounts of past 

papers that can be beneficial for the experiment.  
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Mark Schemes 
In addition to using past papers for the experiment, mark schemes will also be used. The reason that 

mark schemes have been added to the experiment is because they will assist the outcome of each 

answer the chatbot gives. What this means is that, in the event that the chatbot throws an error 

message this will automatically be marked down as a not able to answer without question. But, if 

the chatbot does give out an answer the mark scheme can double check the chatbot’s answer to 

clarify if the answer was correct or failed to answer. The double checking is a vital for the 

experiment because the chatbots can output a different trigonometry answer to a trigonometry 

question, this can cause many false positive answers to arise which are prohibited in this 

experiment. For example, the question solve the equation 1 − 𝑐𝑜𝑠3𝑥 = sin2 𝑥 was the question that 

was asked to a MATH library chatbot and the chatbot outputted 𝑠𝑖𝑛 𝑥 =
1

4
  the mark scheme can 

double check the answer and declare that the MATH library chatbot has failed to answer this 

trigonometry question. 

Proxy of Measurement  
Past papers from college exam boards will be the proxy measurement for this thesis. The reason 

behind this decision is that the past papers will provide the proper testing tools to examine the 

chatbot’s answering capabilities. What this means is that with human participants, they would take a 

long time trying to produce a question to ask as well as finding out if they are eligible to do the 

experiment. With past papers, not only are they available all year round they provide crucial tools 

such as testing both chatbot’s answering functions and examining each word of the question 

carefully (Wilkinson, 2021). These are essential in the experiment as the selected topics will measure 

the success rate of answering questions. Not only that, but the testing routine will also allow both 

chatbots to get to grips with the type of questions that are going to asked before the experiment 

begins (Sophie, 2019). By doing this, both chatbots can familiarise itself with type of questions being 

asked and begin to understand the calculating process to obtain a better measurement.  

Measures 
The measurements for the success of the chatbot solving an A-level maths question will be broken 

down into three questions. The first question will ask which chatbot was used in the experiment, the 

reason for using this question is to monitor the which chatbot was used in the experiment. The 

second question asks which of the selected topics (Trigonometry and  logarithms) was chosen. The 

reason for using this question is to highlight which of the selected topics the chatbot solved. The 

third and final question will simply ask if the chatbot answered the question, this question will have 

three options: correctly answered, failed to answer and not able to answer. The reason that this is a 

valid method for measuring the experiment is that the responses are nominal (lecture1,2022). What 

this means is that the three options can conclude on questions that the chatbot got correct, failed to 

answer or not able to answer (Nduwu, 2020). Not only that but, the data itself would be presented 

in an understanding way other researchers would acknowledge outcome of the experiment.  

Examining Techniques 
Accuracy, Precision, Recall and F1 are the types of potential examining techniques that can be used 

in the analysing phrase for this experiment. The reason that these 4 techniques have been selected 

is that each technique provides a unique outlook on how the to analyse the results from the 

experiment.  
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Accuracy 
Accuracy is a self-explanatory technique. This method evaluates the on the dot aim for when a 

chatbot answers a question. The reason that this technique is in the race is because this technique 

will provide a better analysis for the experiment as it will dive into how accurate the chatbots were 

with the questions. Another reason is that allot of the time on the news and in the media, the 

concept of accuracy amongst chatbots has always been brought up and using this technique will 

correspond to the information being told in both the news and media.  

Precision 
Precision is a method in machine learning which guesses the chances if a false positive outcome is 

likely to occur (pathmind, 2023). What this means is that if there was low precision, it would indicate 

that there is something within the system that requires attention such as an updated library. If there 

was a high precision, then these concepts can be silenced as they can be interpreted as false alarms.   

Recall 
Recall is another method in machine learning that calculates the positive data from an experiment 

(C3.ai, 2023). This method is lowering the cases of false negatives and making sure that all the 

datasets are all positives. This would mean that the datasets have no false negatives but could 

consist of having false positives.  

Difference between Precision and Recall 

The difference between Precision and Recall is that Precision calculates the likelihood of a false 

positive scenario. And recall only calculates the positive data from the results and makes sure that 

the datasets have no false negatives.  

F1  
F1 is the final technique that measures a model’s accuracy, it does this by combining the scores from 

precision and recall (Kundu, 2022). This technique also used to predict the number of times a model 

can make a positive prediction. This technique can only be used if the datasets have an equal 

amount of samples.  

Why was Accuracy Selected? 
After stating the reasons for the 4 techniques, I have decided to use accuracy as the analysis 

technique. This is because accuracy is more reliable as this technique reveals the true meaning of 

the experiment. It highlights the evidence of NLP chatbots in particular being accurate in answering 

mathematical notational questions.  

Examining The Accuracy of Experiment 
The accuracy method for examining the experiment will be observing the chatbot response volume 

(Visiativ, 2023). What this means is that the interaction between the mathematical question and the 

chatbot answering them will be observed to identify the accuracy of the chatbots answering of the 

question. The number of questions that the chatbots correct will highlight the accuracy of the 

experiment because it provides concrete evidence that the chatbots was able to accurately answer 

the mathematical questions.  

Criteria for Accuracy  

The criteria is that the chatbots must output an answer to the question being asked. And that the 

mark scheme will determine whether the answer the chatbots gave was correct or not. What this 

means is that, if the chatbot gives out an error message this will be marked down as not able to 

answer which will determine that the chatbot was not able to accurately answer the question. The 
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difference between not able to answer and failed is that the failed criteria highlights that the 

chatbot misunderstanding the question and outputting the wrong answer. And for the answers that 

the chatbots get right, those responses will fall in the correct  category which highlights the accuracy 

of the chatbots success rate.  

Metrics for the Accuracy  

The metrics for the analysing the response volume is goal completion rate (Freshchat, 2023). The 

reason for implementing this type of metrics is to evaluate the goal of both chatbots answering 

mathematical questions. This is a sufficient method because the data generated from the 

experiment can be shown in an understandable manner, meaning that the data can identify which 

questions were accurately answered.  

Validity  
The type of validity used in this thesis is content validity. The reason for choosing this type of criteria 

is that the experiment can only use the selected topic questions and any other questions will impose 

an issue. What this means is that for this experiment trigonometry and logarithms are the selected 

topics for this experiment. Which means that both chatbots can only answer these questions to 

measure the accuracy of their answering capabilities. Topics outside the selected region such as 

timetables will not be valid because that type of data is irrelevant to the criteria. By implementing 

content validity into this thesis, the measurement for this experiment will be noticeably clear to 

other researchers. This is because they will acknowledge that higher level mathematics is an issue 

for NLP and content validity is a sensible and clear criterion for this experiment.   

Internal Validity  
The experiment is dependable because it is taking both an NLP chatbot and a math library chatbot 

and challenging them both with the selected topics. The measurement of the experiment is 

measuring how well the NLP chatbot manages and answers the selected topics that have 

mathematical notations. This leads to the answering of both the research question and sub 

questions because the measurements for the NLP chatbot experiment will provide the data to 

confirm if both the research questions and sub questions were proven or failed. What this means is 

that both the research question and the sub questions are asking if NLP can digest mathematical 

notations, the design of the experiment is specifically targeting those questions due to the selected 

topics. When the results are revealed, the data will conclude the answers to both the research 

question and sub questions.  

External Validity  
In terms of the real world, the research itself would have an ecological validity. What this means is 

that ecological validity states that a study can be transferred to another study that is anticipating a 

similar problem. My study focuses on an NLP chatbot managing mathematical notations from higher 

level mathematics and another researcher can transfer the fundamentals of my experiment and 

apply them to their research which is facing a similar situation such as NLP handling fractions.  

Approach 
The independent variable is the questions that are being entered into the chatbot. The dependent 

variable is the chatbot solving the mathematical questions. The reason for selecting the variables is 

because the independent variable will have questions that can be asked in different ways from 

different topics and the dependent variable is that the chatbot calculating the given question and 

outputting an answer.  
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Procedure  
Once the past papers have been selected, the experiment will begin. Because past papers are being 

used in the experiment, the consent form will not be used. The Jupyter Notebook program will be 

loaded and once the program is loaded the NLP chatbot is then opened. After the required imports 

of the NLP libraries and codes have commenced, the program would reach the point where the 

chatbot is requesting an A-level maths question from the stated topics (Trigonometry and 

Logarithms) to be entered.  

From the chosen past papers, one paper will be selected and the question needs be from a topic that 

has been selected for this thesis (Trigonometry and Logarithms). Once a question has been selected, 

it can be entered into the chatbot. After the question has been entered, the chatbot calculates the 

answer to the question. If in the event NLP outputs an error message saying “unable to answer 

question” this will automatically be marked down as a not able to answer and the experiment will 

continue straight after. If NLP does output an answer, the mark scheme is used to double check the 

answer and determine if it’s correctly answer or failed to answer.  

 

 

 

Figure 3: NLP Chatbot Output 

After the NLP chatbot experiment has been completed, then the MATH library chatbot program on 

Jupyter notebook is opened. For this experiment, trigonometry and logarithm questions are strictly 

used in the MATH library experiment. From the selected past papers, a question about trigonometry 

or logarithms must be chosen. Once the question has been selected, the question would then be 

translated into python (the main programming language in Jupyter notebook) code.  

   Figure 4 : MATH library chatbot output 

 After the code has been entered, both the control and enter button were pressed at the same time 

and the chatbot would answer the question. After the MATH library finished answering all the 

trigonometry and logarithm questions, it would mean that both experiments have finished within 

the required period.  

  Figure 5 : MATH library chatbot output logarithm question 
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After each question was asked during the experiment, the document below would record the 

outcome of the experiment. This survey type feedback sheet will record which chatbot was used in 

the experiment, the selected topic for the chatbot to answer and if the chatbot got the answer 

correct, failed to answer or was not able to answer.  

 

 

 

 

 

 

 

 

 

 

 

 

 

   Figure 6 : chatbot outcome sheet.  

The overall time for both experiments was 1 hour and 45 minutes. After both experiments were 

completed, the chatbot outcome sheet was then filled out. The questions were based on the topic 

selected by the researcher. The chatbot outcome sheet will be filled out by the response of the mark 

scheme of the past papers. What this means is that the mark scheme of the chosen past paper is to 

determine the overall result of the experiment. Because the mark scheme has the official correct 

answer, the mark scheme dictates the official decision on whether the chatbot got the answer right 

or wrong. The images for the chatbot outcome sheet are in the appendix form figure 11. Once the 

chatbot outcome sheet has been filled out, the researcher would store the documents on the 

university account server for security reasons.   

Summary  
Throughout this chapter, the chatbot design has been mentioned and how the chatbot will be used 

throughout the study. The idea behind creating the chatbot was to combine the AI architecture with 

mathematical algorithms based on college level topics. With the creation of a mathematical chatbot, 

the quest to answer both the study question and hypotheses can begin. Finally, the above chapter 

has stated the route for discovering the answers. 
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Chapter 4 Results 
In this section, there will be a presentation on the results from the experiment of NLP chatbot and 

MATH library chatbot answering mathematical questions. 

Chatbot Results 
The purpose of this experiment was to observe if NLP was able to have the higher number of correct 

questions than MATH library. In the experiment, a total of 100 questions from the mentioned exam 

boards and the mentioned topics were used.  

Topics Correct Failed Not Able to Answer 

Trigonometry 2 20 3 

Logarithms 3 12 10 

         Figure 7: Table for the answers of the NLP experiment 

Figure 7 shows the results of the NLP experiment and the table shows that NLP was able to answer 

over 1 correct answer from both topics. Logarithms had more questions answered correctly then 

trigonometry which implies that NLP had slightly understood some of the logarithm questions. 

However, logarithms also racked up more not able to answer questions than trigonometry this 

implies that NLP had a hard time searching for an answer to output for logarithms. Trigonometry did 

obtain more failed answers than logarithms which implies that the trigonometry received answers 

that did not correspond to the appropriate question. This means that when a specific trigonometry 

question was asked, NLP must have confused the processing phrase of the question and outputted a 

different answer.  

Topics Correct Failed Not Able to Answer 

Trigonometry 1 11 13 

Logarithms 0 12 13 

            Figure 8: Table for the answers of MATH Library experiment 

Figure 8 shows the results of the MATH library experiment. Trigonometry was able to record one 

correct answer and logarithms did not receive any correct answers. Logarithms did receive more 

incorrect answers than trigonometry which implies that the pre-programmed formulas for MATH 

library are outdated and require upgrades for future testing. Both topics in this experiment received  

the same number of not able to answer results, this implies that the trigonometry and logarithm 

questions troubled the MATH library because of the out-of-date pre-programmed formulas and 

equations.  
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NLP Chatbot Results  
The bar chart below is illustrating the results from the NLP chatbot experiment. The construction of 

the bar chart originates from the past paper questions selected for trigonometry and logarithms. 

From the graph, it shows that trigonometry and logarithms had at least one question answered 

correctly by the NLP chatbot. With two topics having a positive outcome, the results show that NLP 

was able to answer mathematical questions. However, the chart also shows trigonometry having a 

higher number of incorrect answers as well as logarithms having the most not able to answer results.  

 

 

 

 

 

 

 

 

 

Figure 9: Bar chart of NLP Chatbot experiment  

 

MATH library Chatbot Results  
The bar chart below illustrates the second experiment which was asking a MATH library chatbot 

about trigonometry and logarithms. From the graph, it shows that logarithms had all its questions 

failed and trigonometry having only one successful outcome. This implies that the MATH library pre-

programmed formulas and equations were able to manage one trigonometry question but, the tools 

for logarithms need further improvements. Both topics received the same amount of not able to 

answer results which again implies that the MATH library’s resources need upgrading.  

 

 

 

 

 

 

 

 

 

  Figure 10: Bar chart of MATH library Chatbot experiment  
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Goal Completion Rate 
In addition to displaying the outcomes of the experiment, the goal completion rate will be evaluated. 

The goal completion rate is a method that examines the chatbots achievement for the targeted goal 

which was to answer college based mathematical questions (Lishchynska, 2023). The formula for the 

goal completion rate is :  
the number of users who completed a set goal

the number that activated a service
  , this formula has been adapted to 

suit the experiment. The adapted formula is  
:  the number of questions the chatbot answered correctly

the number of questions used in the experiment
   

because it is extrapolating the questions both chatbots got correct by the number of questions used 

in the experiment. For the NLP experiment, a total of 50 questions was used for both trigonometry 

and logarithms. Trigonometry answered 2 correct questions out of the 50 questions, which makes 

the calculation 
2

50
 which equates to 0.04 and when multiplied by 100 the completion rate for 

trigonometry in NLP was 4%. Logarithms in NLP has 3 correct questions out of the 50, which makes 

the calculation 
3

50
  which equates to 0.06 and when multiplied by 100 the completion rate for 

logarithms in NLP is 6%.  

Completion Rate for NLP (%) Trigonometry  Logarithms  

 4% 6% 

  Figure 11: Table comparing Completion Rate amongst NLP Experiment  

When both topic’s completion rates are compared side by side, Logarithms beats Trigonometry by 

2% because the NLP chatbot was able to answer more logarithm questions than trigonometry.  

The MATH library chatbot also had 50 questions used for both trigonometry and logarithms. 

Trigonometry has 1 correct question out of the 50 questions which makes the calculation 
1

50
 which 

equates to 0.02 which multiplied by 100 gives the completion rate of 2%. Logarithms had 0 correct 

answers out of the 50 questions as 11 out of the 50 failed and 13 out of the 50 were not able to 

answer, this causes logarithms in the MATH library to have a completion rate of 0%.  

Completion Rate in MATH 
library (%) 

Trigonometry  Logarithms 

 2% 0% 

     Figure 12: Table comparing Completion Rate Amongst MATH library Experiment.  

The comparison amongst the MATH library experiment shows that Trigonometry has the highest 

rate as the chatbot was able to answer at least one question. Logarithms has the lowest rate which 

shows that the tools for MATH library are out of date.  
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NLP Goal Completion Rate  
 

 

 

 

 

 

 

 

 

 

      Figure 13: Line graph of NLP Goal Completion Rate 

In addition to the bar charts, the second evaluation was investigating the accuracy of both chatbots. 

Goal completion rate was the method used to examine the chatbots response volume and figure 13 

shows the NLP Goal Completion Rate being represented as a line graph. The reason for using a line 

graph was to imply the rate of which NLP correctly answered the questions used in the experiment. 

The graph shows a positive outcome as the line is drawn upwards which indicates that NLP has a 

positive accuracy rate.  
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MATH library Goal Completion Rate  
 

 

 

 

 

 

 

 

 

 

 

    Figure 14: Line Graph for the MATH Library Goal Completion Rate 

Figure 14 shows a line graph of the MATH library and having a negative rate. The reason it is having a 

negative rate is because MATH library was not able to answer any logarithm questions. Even though 

trigonometry has a 2% completion rate, the graph illustrates the line going down which shows that 

MATH library has a poor goal completion rate.  

Summary 
Throughout this section, the results were published by implementing the correct, failed and not able 

to answer system. The presentation of the results were displayed in the form of bar charts to 

illustrate how many questions from each topic were asked and which ones were successful. In 

addition to the bar charts, the line graphs provided a visual representation of the successfulness of 

chatbot’s accuracy in answering the questions. In the next section, there will be a detailed discussion 

about the overall experiment. 
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Chapter 5 Analysis  
In this section, there will be a thorough analysis of how the data from the experiment made an 

impact on both the hypothesis and the sub questions.  

Data Analysis  
The preparation before analysing the data was to make sure that all the selected questions were 

asked. It was important to check if all questions were asked because each question provides a better 

evaluation of the experiment. Microsoft Excel and Jupyter Notebook were the two software 

programs used in the analysis phase. Excel was used to gather all the answered questions and 

categorised them by the type of question and if the chatbot answered them or not. Jupyter 

Notebook was then used to create the bar charts for the NLP and MATH library outcomes of the 

experiment as well as, creating two lines graphs to illustrate the goal completion rate for both 

chatbots. The goal completion rate is a method used to analyse the accuracy rate of both chatbots 

answering the questions.   

T-Test outcome 
The t test is an evaluation process to analyse the statistical significance of two groups. In the 

experiment, both an NLP and a MATH library chatbot were used. Both Trigonometry and logarithm 

datasets from NLP and MATH library were used for the basis of the t-test. Reason being is that both 

topics were used in the two experiments. The t test compared the accuracy of both experiments to 

determine which chatbot was able to accurately answer the questions. All of the trigonometry and 

logarithm questions were used in the comparison as these two topics were used in both 

experiments.  

 

 

 

 

 

 

 

 

 

   Figure 15 shows the T-Test 2 tailed Outcome. 

Figure 15 displays the outcome of t test amongst the NLP and MATH library chatbots. A two tailed 

test was used in the t test as the thesis is comparing the accuracies for both NLP and MATH library. 

The p value is 4.303 because the t-distribution table highlights that for a 0.05 experiment that the 

results need to fall near to 4.303 (MedCalc, 2023). The mean value was calculated by adding up all 

the questions from the selected topics and dividing them by the number of topics used in the 

experiment. For example, NLP used 2 topics (Trigonometry and logarithms) which meant that the 

equation would be all the questions from the 2 topics added up and divided by 2 and for the MATH 

library it was adding up all the questions and dividing them by 2. The standard deviation was 

calculated by taking the mean and square rooting the value by 2. The degree of freedom (df) value is 
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2 because it is adding both the number of topics (2 +2) and taking away 2 which gave the value of 2. 

The t value was calculated with the formula:  

𝑇 =  
𝑚𝑒𝑎𝑛 1 − 𝑚𝑒𝑎𝑛2

𝑠(ⅆ𝑖𝑓𝑓)

√(𝑛)

  

Which gave the value of 1. The critical value is 4.30265273 which was calculated by multiplying 0.05 

with the degree of freedom which was 2. The t test value is 1 and when compared against the p 

value of 4.303 this means that the t test value rejects the null hypothesis. This means that there is 

statistical significance amongst the NLP chatbot and the MATH library chatbot. The mean value 

implies even though NLP and MATH library were given the same number of topics and the same 

amount of questions, NLP was able to answer more questions than MATH library because NLP was 

able to follow the calculation methods accurately. What this means is that the t test value is less 

than the p value of 0.05 which implies that there is statistical significance. The t test is significant 

because the t test tells us that there is a difference between NLP and MATH library, the difference 

can be identified by the standard deviations. Even though MATH library yield a bigger value than 

NLP, the interpretation is that NLP obtained less failed and not able to answer results than MATH 

library.  

     Figure 16: T-Test Graph 

Figure 16 shows the graph of the t test and the red areas highlights the t value which is between -1 

and 1. This is because the t value was calculated to be 1 from the values of the standard deviations 

and means from both NLP and MATH library.  

Effect Size  
In this experiment, both NLP and MATH library chatbot used 50 questions each from both 

trigonometry and logarithm questions created by college-based exam boards. NLP was modified to 

accept mathematical notations whereas MATH library was to import the trigonometry and logarithm 

equations and formulas libraries.  

After the experiment had ended, both chatbots received the same mean number of 25 however 

both chatbots did receive different standard deviations. NLP’s SD was 28.28427125 and MATH 

library’s SD was 33.9411255, the reason that MATH library has a higher SD than NLP is due to the 

number of both failed and not able to answer questions as MATH library did have a high number of 

failed and not able to answer results.  
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         Figure 17  shows Cohen’s d equation 

In order to calculate the effect size of the T-test, I implied Cohen’s d which is a formula used to 

calculate the size difference of two groups (Scribbr, 2023). The method of using Cohen’s d is to 

subtract the mean of the first group with the mean of the second group and divide the values with 

the SD from both groups. The figure above shows the results from Cohen’s d and MATH library 

edges out NLP by 0.147313913. This shows that even though the sample sizes and means were 

exactly the same, the SD and Cohen’s d implies that the effect size is small and has a limited practical 

application. What this means is that Cohen’d has a value of 0.147313913, which implies that even 

though there is a statistical significance amongst the means of NLP and MATH library the reality is 

that the difference amongst both chatbot means is negligible (ZACH, 2021). Meaning that the means 

of both chatbots are small, there is not much data within the means to be taken into the real world 

for further investigation.  

Characteristics of Results  
The purpose of this experiment was to observe if NLP was able to digest mathematical notation from 

higher level mathematics. Each time a chatbot outputted an answer, it was categorised into three 

columns: correct, failed and not able to answer. The experiment showed that NLP obtained the 

higher number of correct answers as well as a substantial amount of failed and not able to answer 

whereas, MATH library had one correct answer and the rest divided up amongst the failed and not 

able to answer columns. The characteristics shows us that NLP was able to digest more 

mathematical notations from the exam questions and correctly answered the questions accurately 

whereas, MATH library had trouble understanding the newer notations used in the exam questions.  

Analysing Experiment Results  
After the experiment was completed, the data informs us that NLP was able to answer more than 

one correct question amongst the selected topics than MATH library. This is because trigonometry 

and logarithms provided answerable questions for NLP than the MATH library, the data approves 

both hypotheses in the thesis. The hypotheses were to evaluate the accuracy between NLP and the 

MATH library and to clarify if NLP was able to answer one question from the selected topics, the 

data created from the experiment checks both boxes as NLP had a better accuracy than MATH 

library and NLP was able to answer over 1 question from 2 topics. As well as the correct and failed 

answers, NLP did have a high number of not able to answer results which implied that NLP was not 

able to calculate the correct answers as well as understanding the question. Logarithms also 

received some not able to answer results which again implies that NLP was having a hard time 

decoding the question and calculating the problem.  

With the MATH library experiment, that type of chatbot was subjected to answering trigonometry 

and logarithm questions. And the overall report from that experiment was that logarithms was a 

topic that failed to have at least one question answered whereas trigonometry was about to have 

one question answered. However, both topics did receive the same number of not able to answer 

results which implies that the MATH library was not used to dealing with college-based exam 

questions. Which lead to many unanswered outcomes because the pre-programmed resources were 

not able to answer the exam-based questions.  
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Analysing Accuracy Rate Results  
Alongside the observation of which topics had the most questions answered, the accuracy of both 

chatbots answering the questions was also under investigation. A goal completion rate method was 

used to observe which chatbot had a better completion rate of answering the maths questions 

accurately and correctly. The results show that NLP has best completion rate with trigonometry 

having a 4% completion rate and logarithms having a completion rate of 6% whereas, the MATH 

library had the poorest completion rate of 2% for trigonometry and 0% for logarithms. The data 

created from this method implies that NLP has a positive upwards completion rate due to answering 

more than one question from either topic. MATH library on the other hand, managed to have one 

question answered and the rest either failed or not able to answer as this chatbot has out of date 

formulas that require updating.  

The research question was : Does an NLP chatbot have the ability to digest mathematical notations? 

From the NLP experiment alongside the MATH library experiment, the data approves the research 

question because NLP was able to digest the mathematical notations and had answered more 

questions than the MATH library.  

Discussing Sub Questions 
In this section the sub questions that were mentioned in the literature review will be answered 

based on the experiment. The first sub question was: Is NLP better than MATH library for accurate 

answering of the selected questions? The experiment confirms that NLP was better than MATH 

library as the accurate rate shows that NLP was able to answer 2 topics and MATH library only 

answered one.  

Second question stated Amongst NLP and MATH library, which method digested the notations well? 

The experiment results show that NLP has a better digestion of notations as NLP was able to 

conquer 2 topics. Before the experiment, there was a test run during the building phrase for both 

chatbots and even in the test run NLP was on the ball when responding to the notations than MATH 

library.  

Third question was Which topic challenged NLP and MATH library the most? Logarithms challenged 

the MATH library and NLP as this topic provided challenging questions for the library to solve and 

the calculations that NLP followed to solve the questions.  

Fourth and final question was Overall, which chatbot produced a positive accurate rate? A goal 

completion rate method was implemented to further analyse the accuracy of both chatbots. From 

the line graphs, NLP provided a positive accurate with the graph showing a positive increase in 

growth. This implies that NLP was able to answer more questions amongst trigonometry and 

logarithms.  
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Discuss 

Trigonometry  
This topic was successfully in both NLP and MATH library testing. The data shows us that 

trigonometry is a mathematical topic that can be used in NLP and MATH libraries. The data also 

shows that trigonometry did receive a high number of failed answers for NLP and not able to answer 

results for the MATH library, this means that both chatbots has a challenging time with a majority of 

the questions. The data implies that the wording or the required calculations for the questions of 

trigonometry may have troubled both chatbot’s answering systems.  

In terms of the type of questions that trigonometry produced, this topic sprinkled itself across all 

three categories with the bad questions category at its highest. This indicates that the construction 

of trigonometry questions was dedicated towards a calculator and textbook examples rather than 

challenging NLP.  

Logarithms 
This topic managed to have 3 successful answered questions from the NLP experiment. This shows 

that logarithms have the potential to go move forward with NLP and AI. Even though all the 

logarithm questions failed in the MATH library experiment, this shows that the MATH library 

requires more attention if the AI scientists want to dominate logarithms with the MATH library. In 

addition, MATH library did receive a higher number of not able to answer questions than NLP which 

suggests that the logarithm equations and formulas within MATH library needs improvement.  

Just like trigonometry, the logarithm questions were also deployed in all three categories with bad 

questions being the second highest. This also shows that most logarithm questions can be solved 

using a calculator despite the number of questions in the good question category.  

Summary  
In this chapter, there was a discussion on the published results from both experiments. After that, 

the sub questions were answered as well as reviewing each of the selected topics and analysing their 

participation in the experiments.  
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Chapter 6 Conclusion 
This project was to investigate if a chatbot can solve A-level mathematical questions using NLP. The 

project also compared the calculation accuracy with a MATH library with the following chosen 

topics: Trigonometry and Logarithms. The intention of the project was to evaluate both NLP chatbot 

and MATH library chatbot to see which method was able to solve mathematical questions. A correct, 

failed and not able to answer system was implemented in the data collection process, this system 

was then used to determine the status of the hypotheses for the experiment. 

For NLP, both topics have shown to have proven both hypotheses as NLP was able to answer at least 

one question. Compared with the MATH library, it can be concluded that NLP had a more accurate 

answering approach than MATH library. The hypotheses of this thesis were to compare the accuracy 

between NLP and MATH library and to have NLP answer a minimum of one question from the 

selected topics, the experiment and results can clarify the succession for both hypotheses due to 

having NLP answer more than one question and having a better accurate answering system than 

MATH library.  

Alongside NLP answering questions, there was an additional analysis of examining the accuracy of 

the questions being answered. A goal completion rate method was implemented to examine and 

display the data generated from the experiment. From the experiment, it can be confirmed that NLP 

has a positive healthy goal completion rate due to having more than one correct answer in both 

topics. MATH library, however, has a negative goal completion rate as this chatbot was only able to 

answer one question from Trigonometry.  

Limitations 
The project conducted did have some limitations. For instance, the project only used 2 topics: 

Trigonometry and Logarithms as these topics were to consist of hard equations and formulas.  

 The other limitation was that the project was using A-level maths topics. With regards to GCSE and 

AS topics, A-level had a superior title that contained information that would be best used to evaluate 

against NLP and math library. What this means is that there have been creations within AI to tackle 

GCSE questions and AS questions but there have not been any resources within AI to educate A-level 

students.  

As mentioned in the thesis, the concerns with chatbots in general is that they would need to be 

updated manually each time to keep up with the modern-day calculation trend. For example, if there 

was a new formula for a calculus question the chatbot would require a programmer to update the 

chatbot with the new formula. A chatbot can experience issues with students because without the 

correct information being used, many students would refuse to allow a chatbot to help them with 

their college work.   

Future Work 
Possible research ideas for this study to be used in the future could be NLP chatbots managing 

further maths questions, NLP chatbots solving all the questions in a different field of study such as 

physics or having an NLP chatbot solve GCSE maths questions. It would be most intriguing to see if 

NLP can manage college-based physics questions as there is many opportunities that would help 

college physics students have a better understanding of the subject. NLP digesting Schrodinger’s 

equation and Eisenstein’s relativity formulas is another interest as it would be fascinating for a 

chatbot to solve big equations such as the ones mentioned above. These ideas are related to the 

thesis because they all consist of the concept of having a higher-level equation and formula for an 
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NLP chatbot to follow, Schrodinger’s equation and the GCSE maths questions all have instructions 

that NLP has yet to encounter.  

This study used past papers as a method of collecting data, for other research opportunities like the 

physics idea human participants would be an idea. This would mean that the research would gather 

more information about the participant’s experience as well as participating in the experiment. 

What this means is that, as well as obtaining the crucial data for the study having the participants 

express their opinion about the experiment would enlarge the experiment feedback report.  

The study also focused more on NLP and MATH library, to render further opportunities testing 

transformer architecture against NLP would an idea. It is because transformer architecture has a 

process of digesting data as a whole rather than dividing the data in little tokens (datagen, 2023). 

This would an interesting topic as it shows the debate of is it easier to digest a block of data as a 

whole rather than splitting them up into tokens.  
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Appendix 
  Figure 1 shows the timeline of the chatbots. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Design Science Model 
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Figure 3 shows the chatbot answering a question. 

 Figure 4  shows an example of a question being asked by the math library chatbot. 

 

 

 Figure 5  shows the MATH library answering a logarithms question.  

  Figure 6 shows chatbot outcome sheet 
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Topics Correct Failed Not Able to Answer 

Trigonometry 2 20 3 

Logarithms 3 12 10 

                   Figure 7 shows the table of the NLP Experiment 

 

Topics Correct Failed Not Able to Answer 

Trigonometry 1 11 13 

Logarithms 0 14 13 

  Figure 8 shows the table of MATH library Experiment.  

 

 

 

 

 

 

 

 

 

 

 

 

 

   Figure 9 shows the bar chart of the NLP Chatbot Experiment 

 

 

 

 

 

 

 

 

   

   Figure 10 shows the bar chart of the MATH Library Experiment 
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Completion Rate for NLP (%) Trigonometry  Logarithms  

 4% 6% 

  Figure 11  shows NLP Goal Completion Rate 

 

 

Completion Rate in MATH 
library (%) 

Trigonometry  Logarithms 

 2% 0% 

  Figure 12 shows MATH library Goal Completion Rate 

 

  

 

 

 

 

 

 

 

 

 

Figure 13 shows a line graph of NLP’s Goal Completion Rate. 
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Figure 14 shows a line graph of MATH Library’s Goal Completion Rate 

 

 

       

 

 

 

 

 

 

 

    Figure 15 : T-Test outcome 

 

 

 

 

 

 

 

    Figure 16: T-Test Graph  
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    Figure 17 : Cohen’s d Results  

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

   

 

 

 

 

 

 

 


